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Abstract

In this thesis, we show the results of the molecular dynamics (MD) simulations of the collisions
between nanoscale objects such as (i) nanocluster depositions on a crystalline surface, (ii) nanocluster
depositions on a free-standing graphene, and (iii) oblique impacts of two nanoclusters. The aim of
this thesis is to analyze the mechanics of nanoscale objects and to explain the results of the molecular
dynamics simulations in terms of the continuum mechanics.

At first, depositions of amorphous Lennard-Jones nanocluster on a crystalline surface are numer-
ically investigated. From the results of the MD simulation, we found that the deposited nanocluster
exhibits a transition from multilayered adsorption to monolayered adsorption at a critical incident
speed. Employing the energy conservation law, we estimate the incident speed at which evaporation
occurs during the impact. We demonstrate the estimated value well agrees with the results of the MD
simulation. We also explain that the scaled adsorption parametd,gn/Ncis, WhereNagh andNgs
are the number of atoms adsorbed on the substrate and the cluster size, respectively, is proportional to
the square of the incident speed. The boundary shape of the adsorbed nanocluster depends strongly on
the incident speed, and some unstable modes grow during the impact. We also analyze the wettability
between dterent Lennard-Jones atoms, and temperature dependence of a deposited nanoclusters.

At secongdthe motion of a free-standing graphene induced by nanocluster impact is investigated.
The graphene is bended by the incident nanocluster and a transverse deflection wave is observed. We
find that the time evolution of the deflection is semi-quantitatively described by the elastic beam the-
ory. The time evolution of the temperature profile of graphene is also measured, and we demonstrate
that the analysis based on the least dissipation principle well explains the result in the early stage of
impact.

At third, the oblique impacts of nanoclusters are studied by the MD simulation and theoretically.

In the MD simulations, we explore two models — Lennard-Jones clusters and particles with covalently
bonded atoms. In contrast to the case of macroscopic bodies, the standard definition of the normal
restitution coéicient yields negative values for oblique collisions of nanoclusters. We explain this
effect and propose a proper definition of the restitutionfitccient which is always positive. We
develop a theory of an oblique impact based on continuum model of particles. A good agreement
between the macroscopic theory and simulations leads to the conclusion that macroscopic concepts of
elasticity, bulk viscosity and surface tension remain valid for nanoparticles of a few hundred atoms.
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Chapter 1

Introduction

1.1 Nanoscience and nanotechnology

In the last decade, science and technology of nanomaterials are explosively developed [1-3]. The pur-
pose of nanoscience and nanotechnology is to control nanoscale objects in order to innovate nanoscale
devices. Because the nanoscale objects are intermediate between single atoms and macroscopic mate-
rials, the properties of nanoscale objects are often peculiar [4] and many researchers investigate such
peculiar aspects of nanoscale objects, i.e. nanoclusters, graphene sheets, carbon nanotubes, etc.

1.2 Nanocluster

Nanocluster is an aggregate containing 10 &€ ams which are bonded by the interatomic forces
[5-7]. If the total charge of nanocluster is neutral, the nanocluster is aadlettal nanoclusterFor
example, argon nanocluster is a typical neutral nanocluster, in which argon atoms are bonded by the
van der Waals interactions [8, 9]. On the other hand, gold nanocluster, in which constituent gold
atoms are bonded by metallic bonds and free electrons play an important role, is one of the most
studied metallic nanocluster [10-13]. Because nanoclusters are categorized by the species of atom
and the interatomic interaction [14-17], and each aspect of nanocluster is extreffeigndj we

restrict ourselves to the study of neutral nanoclusters such as argon nanocluster and silicon nanocluster.
Therefore, the #ect of charge, which we describe in Sec.1.7, is ignored in this thesis.

The equilibrium states of neutral nanocluster are characterized by temperature and size [18-31].
In the case of extremely low temperature, we can see face centered cubic (FCC), decahedral, and
icosahedral structures. On the other hand, if the temperature is relatively high, we can see "liquid”
nanocluster in spite of size [22, 25, 32]. Because the number of atoms in nanoclusteatamidst,
the finite size &ect plays an important role in the physics of nanoclusters. For example, thermal
fluctuation of each atom can influence the structure of nanocluster, and negative thermal conductivity
and smooth jump of heat capacity are found in the melting of nanoclusters [32—-36]. The number of
atoms on surface of nanocluster is equally matched for the number of atoms inside the nanocluster.
Therefore, nanocluster has an extremely high reactivity and the van der Waals force is most important
to the interaction between two neutral nanoclusters [5, 7].

In experiment, nanoclusters are made by cooling down a supersaturated vapor [6, 37-39]. There
are essentially two ways to cool down the supersaturated vapor: (i) employing an adiabatic expansion
through a nozzle into a high vacuum region, or (ii) mixing with a cold rare gas flow. Nanoclusters can
also be made by hitting a material with a laser pulse or an ion beam.

The nanoclusters produced in laboratory are detectedftnaction of electron beam [6, 37—39].

In this method, the fast electrons are scattered from the nanocluster andfthetion rings around
the primary position of the electron beam is recorded. The interpretation offthection profiles is



not straightforward, however, the size, structure, and temperature of nanoclusters can be detected by
this method.

1.3 Argon nanocluster

Argon nanocluster is one of the most studied nanoclusters and has been investigated experimentally
and numerically since the early 1980s [8, 9]. Because argon is a rare gas, it is a typical neutral
nanocluster. The equilibrium state of argon nanocluster depends on the size and temperature, and
the FCC, decahedral, and icosahedral structures are possible in the low temperature regime [22, 25,
32]. However, the glassy state of argon nanocluster,armmorphous argon nanoclustewas found

in the electron diraction experiment [40], and this result triggered many numerical simulations of
amorphous Lennard-Jones nanocluster [41-45]. From the results of this experiment, the amorphous
argon nanocluster is stable if the number of argon atoms is dp=+aB00, however, if the number of

argon atoms becomes larger, the structure is changed to the multilayered icosahedron [40].

1.4 Silicon nanocluster

Silicon nanocluster is one of the most important nanocluster for practical purpose because of the
intense photoluminescence at room temperature [46—49]. There are many experiments to produce
neutral silicon nanoclusters by hitting a laser pulse to a bulk silicon. Silicon nanoclusters can also
be produced by injecting vapor-phase silicon into an hydrogenated thermal plasma [49]. In this case,
the surfaces of silicon nanoclusters, which are deposited on a substrate, are hydrogenated, and it
is expected that the surfaces of silicon nanoclusters are coated by hydrogen atoms during the free
flight. From the results of experiments and numerical simulations, it is known that silicon nanocluster
changes its shape from prolate structure to spherical diamond structure around the number of con-
stituent atomsN = 20 [46].

1.5 Nanocluster deposition on a surface

It is highly important to investigate the behavior of nanocluster depositions on a substrate for fabrica-
tion of high-quality films used in nanoscale electronic devices and photonic devices [50]. The ionized
cluster beam (ICB) technique makes it possible to control the translational kinetic energy of nanoclus-
ter [51-53]. Therefore, there have been many experimental and theoretical studies of nanocluster
depositions on a substrate [54-61].

The outcome of nanocluster deposition is mainly influenced by the incident speed of nanocluster
[54, 55]. If the incident speed is extremely high, the cratering or implantation of the substrate is
observed [62—-68]. On the other hand, if the incident speed is low enough, nanocluster is adsorbed
or rebounded on the substrate [69—72]. In this thesis, the incident speed is relativelyloeM @t
most), and the adsorption state of deposited nanocluster is mainly analyzed.

1.6 Collision of two nanoclusters

Collisions of two spherical particles are one of the most fundamental problem in physics, and it is
also important in chemistry, engineering, and many other fields [73-77]. The pioneering faper ”

the contact of elastic solidsn 1882 by Hertz [78] analyzed contact mechanics of elastic bodies and
proposed the Hertzian distribution of contact pressure which acts on the contact area between colliding
two macroscopic spheres. Because the origin of the Hertzian contact pressure is only elasticity, contact
forces caused by the otheffects, for example, the surface energy and viscoelasticity of macroscopic



spheres, are investigated by many researchers [79, 80]. Especially, the JKR theory for the adhesive
forces is well known [81], and it is applied to many fields of granular physics, astrophysics, etc.

Although there are muchffert to understand the normal head-on collisions, the role of the tan-
gential forces parallel to the contact plane during oblique collisions are not well understood. Indeed,
the process isfiected by the stick and slip motion, the rolling frictions and tlea of roughness
of particle’s surface, and the mechanism of the oblique impact has not been well explained theoreti-
cally [79, 80].

Inelastic collisions, where a part of mechanical energy of colliding bodies transforms into heat,
are common in nature and industry. Avalanches, rapid granular flows of sand, powders or cereals
may be mentioned as pertinent examples [82, 83]. Moreover, inelastic collisions play an important
role in astrophysical objects, like planetary rings, dust clouds, etc. An important characteristic of
such collisions is the normal restitution ¢heiente. The concept of a restitution cfieient, as a
basic one of the classical mechanics, has been introduced long ago by Newton; it addresses an impact
of macroscopic bodies. According to a standard definition, it is equal to the ratio of the normal
component of the rebound spegd,(prime states for the post-collision value), and the impact speed,

g g n

e=- gn (1.1)
The unit inter-center vectar = r1o/|r 17| at thecollision instant(r12 = r1 — r») specifies the impact
geometry. Since particles bounce in the direction, opposite to that of the inepagipsitive,e > 0,
and since the energy is lost in collisiorsis smaller than one, that is,9 e < 1. This is a common
statement in the majority of mechanical textbook, where it is also claimed ihatmaterial constant.
Recent experimental and theoretical studies show, however, that the concept of a restittiicieicbe
is more complicated: First, it depends on an impact speed [84—-87], second, it can exceed unity for a
special case of oblique collisions with elastoplastic plate [88—90], where the energy of normal motion
can increase at the expense of the energy of tangential motion [88—90].

The increasing interest to nanoparticles, inspired by its industrial significance, raises an important
guestion, to what extent the macroscopic concepts are applicable and whether they acquire new fea-
tures at a nanoscale. The collisions of nanoclusters has been studied in detail numerically [72,91-95].
It was observed that the surfad@eets, due to the direct inter-cluster van der Waals interactions, play a
crucial role: The majority of collisions of homogeneous clusters, built of the same atoms, lead to a fu-
sion of particles [91, 92]; they do not fuse for high impact speeds, but disintegrate into pieces [91,92].
This complicates the analysis of restitutive collisions, which may be more easily performed for par-
ticles with a reduced adhesion. Among possible examples of such patrticles are clusters of covalently
bonded atoms, especially when their surface is coated by atonffefedit sort, as for H- passivated
Si nanospheres [72]. These particles can rebound from a substrate, keeping their form after an impact
unaltered [72]. The bouncing nanoclusters demonstrate a surpri$eaj € the normal restitution
codficient can exceed unity even for strictly head-on collisions [93].

1.7 Charge-up of nanocluster

The dfect of charges in ionized nanocluster is also an important issue of experimental and theoretical
studies of nanocluster. Recent experimental technique of the FLASH free electron laser (FEL) is able
to ionize nanocluster by photo-absorption of atoms in nanocluster [96]. Because the energy of the
electron beam is much higher than the ionization potentiab@leV, 8152eV, and 13598eV for an
argon atom, a silicon atom, and a hydrogen atom respectively), the nanocluster is charged up during
the irradiation process, and finally the Coulomb explosion occurs.

It is also possible to charge up nanoclusters by a collision. In this case, the kinetic energy of
incident nanoclusters must be higher than the ionization potential of atoms in nanocluster. In this
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thesis, the incident speed of nanocluster is set on a low valdéd0 at most), thus theffect of
charge-up is neglected. However, the influence of ionization on collision dynamics is highly important
as a future work.

1.8 Mechanics of graphene and carbon nanotube

Graphene is a two-dimensional atomic layer of carbon atoms packed into a honeycomb lattice. Be-

cause graphene can be wrapped up into fullerenes and rolled into carbon nanotubes, graphene is
the most fundamental nanoscale carbon material and such flexibility of graphene encourages many
researchers to investigate its mechanical properties [97—-101]. Because graphene is a monolayer of
carbon atoms, its thickness can not be defined precisely in the sense of the continuum mechanics.

Therefore, the bending modulus

D:dd—M~Yh3, (1.2)

K

whereM, k, Y, andh are the bending moment, the bending curvature, Young’s modulus, and the
thickness of graphene, respectively, can not be defined precisely, too. However, the bending modulus
D can be measured experimentally by atomic force microscope (AFM) indentation, ek
physical origins oD have been sought in experiments and numerical simulations [102-107]. There
are essentially two ways to define the thicknkesd graphene: (ih = 0.34nm, which is the distance
between two carbon layers in graphite, and kil 0.34nm, which is an fective thickness mainly
proposed by the numerical simulations. Although there is an ambiguity in the definitipg@phene
is thought to be an extremely rigid plate with= 1 ~ 3TPa.

Carbon nanotube, on the other hand, is a quasi-one dimensional tube of carbon atoms. Many
experimental and numerical studies have clarified the super rigidity of carbon nanotube [108-111],
and it is a promising candidate for the next generation rigid fibers.

1.9 Quantum dfect and the method of empirical potential

There are several methods for the numerical study of nanocluster. Thus, the choice of an appropriate
one depends on the size of nanocluster, the time scale, and the situation.

In the case that nanocluster contains only a few atoms, for example the number of atoms in nan-
ocluster is in the range of Z N < 10, the first principle calculation, i.eab initio calculation of
guantum mechanics or Hartree-Fock method, is used to take into account the quiatis£12].

In this method, all electron calculations are possible [113], however, this method becomes cumber-
some for larger size nanoclusters and the long time calculations are almost impossible.

The method based on density-functional theory [114—-117] and quantum Monte Carlo simulation
[118,119] can be accurate calculations, if the correlation terms, which is treated under approximations,
are adequately calculated. Although the accuracy of approximations depends on the systems, these
methods can deal with one hundred atoms by the semi-quantum approach.

In the case that the number of atoms is lager and the time scale is longer, classical interaction
potentials, which are based on approximate quantum models, are necessary. These interaction poten-
tials, i.e. empirical potentialscontain parameters fitted by experimental results or the first principle
calculations. For example, the Lennard-Jones potential, which is a popular model for rare gases, con-
tains the short-range repulsive part arisen from the wave function overlap between interacting two
atoms, and the long-range attractive part arisen from the electric dipole polarization of two atoms (the
London dispersion force).

In this thesis, because the number of atoms in nanocluster is ranged between a few hundreds and
a few thousands, the classical molecular dynamics simulations with empirical potentials are adopted.
Because we also use the Tedispotential [120-125] and the Brenner potential [126—-129] for the
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calculations of carbon and silicon atoms, respectively, the details of them are described in Appendix
A and B.

1.10 The aim of this thesis

In this thesis, we show the results of the MD simulations of the collisions between nanoscale objects
such as (i) nanocluster depositions on a crystalline surface, (ii) nanocluster depositions on a free-
standing graphene, and (iii) oblique impacts of two nanoclusters. The aim of this thesis is to analyze
the mechanics of nanoscale objects with the help of the continuum model to explain the results of the
molecular dynamics simulations.

1.11 Organization of this thesis

This thesis is organized as follows: In Chapter 2, nanocluster depositions on a crystalline surface are
numerically investigated. To clarify the adsorption state of deposited nanocluster, the critical incident
speed, at which the deposited nanocluster forms a monolayer, is investigated. From the analysis based
on the energy conservation law, the critical incident speed is estimated. In addition, the boundary
shapes of adsorbed nanocluster are analyzed. We also analyze the influence of the interaction between
different species of atoms and temperature dependence of deposited nanoclusters [130]. In Chapter
3, nanocluster depositions on a free-standing graphene sheet are investigated. The deflection waves
propagating in the graphene sheet are observed, and the dynamic motion of the graphene is analyzed.
Employing the linear theory for elastic plate, the time development of the deflection wave is repro-
duced in the early stage of the impact. An anisotropic temperature profile of the graphene is also
observed, and such a profile is quantitatively explained by the least dissipation principle for an irre-
versible process [131]. In Chapter 4, oblique impacts of two nanoclusters are investigated. Because of
the reorientation of the contact surface and the finite contact time, the conventional restitufion coe
cient becomes negative when the incident angle is large enough. The modified form of the restitution
codficient is introduced, which is always positive, and the macroscopic model for dissipative particles
well reproduces the results of the MD simulations [132]. In Chapter 5, all the results and conclusions
are summarized.

12



Chapter 2

Depositions of a Lennard-Jones
nanocluster on a crystalline surface

13



2.1 Introduction

A nanocluster containing 10 10,000 molecules exhibits intermediate properties between bulk ma-
terials and individual molecules. Recently, there has been growing interest in the physics of nan-
oclusters. [4-7,32] In particular, it is important to investigate the depositions of nanoclusters on solid
surfaces for the construction of high-quality films used in hanoscale electronic devices and photonic
devices. [50]

The ionized cluster beam (ICB) technique was developed by Yamada et al. [51,52] The ICB
technique is used to produce atomic clusters by employing adiabatic expansion of condensed vapour
through a nozzle into a high-vacuum region. In the ICB technique, clusters are ionized by electron
impact and then accelerated toward a substrate. Because the ICB technique controls the translational
kinetic energy of the cluster, there have been many experimental and theoretical studies aimed at
understanding thefiect of the incident velocities of the cluster on the outcome of impact. [59-61]

The outcome of such a cluster impact is largeffieeted by the incident velocity, as seen from
the phase diagrams in Refs. [54,55] If the translational kinetic energy per atom becomes too large,
the cluster can damage the substrate, and the cluster can break into pieces after the impact. [62—68]
However, if the translational kinetic energy per atom is less than 100 eV, the cluster is adsorbed on
the surface or reflected by the surface. Awasthi et al. carried out molecular dynamics simulations for
collisions of Lennard-Jones clusters with weakly attractive surfaces. [70,71] They discovered that the
cluster rebounds when the translational kinetic energy of the cluster is larger than the adhesion energy.
Moreover, they clarified that a transition from adhesion to rebound occurs at the critical translational
kinetic energy. arvi et al. carried out molecular dynamics simulations of low-energy deposition of
individual metal clusters on a (100) surface. [69] They revealed that the heat generated by the impact
partially or completely melts the deposited cluster. As a consequence, the atoms in the cluster are
rearranged and adjusted to the atomic structure of the substrate. They found the maximum size at
which single clusters align epitaxially on the substrate.

Recently, Kuninaka and Hayakawa have carried out molecular dynamics simulations of two iden-
tical colliding clusters and investigated impact phenomena of nanoclusters subject to thermal fluc-
tuations. [93] They found super-rebound events in which the restitutioficieat is larger than 1.

They confirmed the validity of the macroscopic quasi-static theory of cohesive collisions. [86] This
suggests that the research on nanoclusters is relevant even for the study for fine powders whose di-
ameters range from 100 nm tquin. [73,74] They also revealed the mechanism responsible for the
super-rebound process, the normal rebound, and the merging.

Although early numerical studies assumed that the clusters are highly crystallised, we also need to
know the properties of amorphous clusters. Indeed, it is easy to form metastable amorphous clusters
in terms of the quench process from high-temperature liquids. [41-45, 133]

The main purpose of our paper is to understand the behavior of the deposited amorphous Lennard-
Jones clusters on the crystalline surface at zero temperature. Here, we report on our molecular dynam-
ics simulation of the depositions with the small incident energies per atom, which lie in the so-called
soft-landing regime (6 2 eV). In addition, we report on the wettability betweeffelient Lennard-

Jones atoms.

From the analysis of the final configurations of the deposited clusters, we find the existence of a
morphological phase transition from the hemi-spherical droplet to the monolayer film at the critical
incident speed. The multilayered adsorption state is described on the basis of the energy conservation
law. Furthermore, we find that there are some unstable modes of the boundary shape of the deposited
cluster.

This paper is organized as follows. Section 2 consists of three sectio§&.1lnwe explain the
model of our numerical simulation. We explain our setup of cluster depositio§iz.2n In§2.3, we
explain how to analyze temperature dependence of deposited clusters numerically. Section 3 consists
of five sections. In§3.1, we show some time evolutions of impact processes318, we explain
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Figure 2.1: A snapshot of our simulation of a nanocluster deposition. The incident cluster contains
300 atoms that are bounded by the Lennard-Jones potential. The substrate consists of a single layer
(120x 120) of atoms on a triangular lattice.

how the cluster size and cluster adsorption parameter depend on the incident speed after the impact.
In §3.3, we discuss the transition from partial wetting to perfect wetting of deposited clusters. In
§3.4, we explain the morphological change of the final configuration of adsorbed atoms in clusters.
In §3.5, we discuss the wettability betweertfeient Lennard-Jones atoms. §8.6, we analyze the
temperature dependence of deposited Lennard-Jones nanoclusters on a crystalline sudacee In
discuss our numerical results and summarize the conclusion.

2.2 Molecular dynamics simulation

2.2.1 Model

To investigate the nanocluster depositions on a substrate, we perform a molecular dynamics simula-
tion. Figure 2.1 displays a snapshot of our numerical simulation. Because we are interested in neutral
nanoclusters and substrates, the electrostatic interaction between atoms is not considered. We assume
that the potential energy of the interaction between two atoms can be described using the Lennard-

Jones (LJ) potential: ]
U(rj) = 46(,,3{( riﬁ) —(%ﬂ) } 2.1)

where subscripte andg specify the species of LJ atoms angis the distance between two atoms
labeled byt and j. Here,e,p ando s are, respectively, the strength of the interaction and diameter of

the repulsive core betweenandg atoms. Ifa # 8, we adopt the cross parameters of the LJ potential
using the Lorentz-Berthelot rule as

o+
Oop = (O-—;rﬁ), € = VEaEs (2.2)

We mainly investigate the case that the cluster and substrate are constructed using the same atoms, A.
Here, we borrow the values of LJ parameters and mass ofoa typical inert gas, argon. Thetgfore,
oaa, and the mass of an A atomy are 165 x 10721 J, 3405A, and 663 x 1072° kg, respectively.
[134-136] On the other hand, to study tHEeet of the interaction energy betweeftdient atoms of

the cluster and substrate, we introduce a C atom as the constituent of the subsjBfe M/e use

the values of LJ parameters and mass of carbon to the C atom, in wichrcc, and the mass of C
atomme are 386 x 10722 J, 3354 A, and 199 x 10726 kg, respectively. [134—136] We should note

that the interaction energy between the cluster and substkagtes several times weaker thaga . In

the following, we omit the subscripts of the LJ parameters of the interaction between the A atoms and
we adopt simplified notations o. We also adopin as the mass of an A atom. We user, andmas

the units of energy, length, and mass, respectively. Thus, the unit time is givea bymo2/e.
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Figure 2.2: lllustration of an LJ cluster formation consisting of 300 A atoms. (a) Initial configuration
of atoms in the gas phase ht= 1.0e. (b) A liquid cluster obtained from the quench info= 0.5¢.
(c) An amorphous cluster obtained from the quench inte 0.01e.

We use a single-layer surface, which involves 22020 atoms on a triangular lattice as the
substrate with the periodic boundary condition. [137, 138] We set the lattice constatfdg,2
(@ = A,C) as the equilibrium distance between atoms. To avoid the destruction of the substrate,
each atom of the substrate is also tethered to its equilibrium position by an elastic spring. In actual im-
pacts of nanoclusters on substrates, the energy induced by an impact is relaxed to the internal motion
of the atoms of the bulk region of the substrate. To represent such energy relaxation, we simply intro-
duce the viscous force proportional to its velocity. The introduction of the viscous force has another
advantage to reduce the unrealistic boundd#igots. Indeed, if we do not introduce the viscous force,
the acoustic wave would be transmitted across the boundary. The atom of the substratgisfies
the equation of motion

dzri d e dri
M.z :—Zj:d—riu(rij)—k(ri—riq)—/la, (2.3)

where}}; is a summation over the interacting pairand j, andrieq is its equilibrium position, and

m, (@ = A, C) is the mass of an atom of the substrate. Because we consider the substrate as a rigid
surface, we use the spring constirt 1.0 x 10%¢/02. We simply adopt the valué = 1.0 me/o for

the codficient of viscosity.

We adopt the velocity Verlet method for numerical integration of the equation of motion for each
atom with the time stegt = 1.0 x 103 y/mo2/e. To reduce computational costs, we introduce the
cutdf lengthoyt = 3.00 to the LJ potential, and we adopt the periodic boundary conditions in the
horizontalxy directions and the free boundary condition in the vertadikection. It should be noted
that the viscous force is evaluated as the value at the previous time step for the numerical integration
of Eq. (2.3).

2.2.2 Setup

We make an LJ cluster by the temperature quench [139] into the metastable phase of LJ fluid. [140]
We prepare 32108 255 300 500, and 862 atoms in a periodic box and equilibrate at the temperature
T = 1.0e with the number density.050—2 in the gas state (Fig. 2.2(a)). It should be noted that the unit

of the temperature becomesbecause we set the Boltzmann constant to be unity. To equilibrate the
gas at a specific temperature, we perform the velocity scalinguat2000r- vVm/e for the relaxation

to a local equilibrium state. We have confirmed the equilibration of the total energy in the initial
relaxation process, and we quench the gas$ te 0.5¢. After an equilibration, a weakly bounded
liquid cluster is formed (Fig. 2.2(b)) and is quenchedrte= 0.01e to make it rigid. This two-step
quenching is adopted to form one cluster from an initial gas state. Indeed, if we quench the system
into T = 0.01¢ directly, many small clusters appear. After this equilibration, we obtain an amorphous
cluster (Fig. 2.2(c)). We place the amorphous cluster at 4ifove the substrate and give the cluster
the translational velocityimp to make it collide against the substrate. It should be noted that the
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Figure 2.3: (Color online) A snapshot of our simulation of a deposition of a Lennard-Jones cluster.
The incident cluster contains 862 atoms which are bounded by the Lennard-Jones potential. The
substrate is a (111)-terminated fcc surface consists of 4 layers>o#i@Qriangular lattice of atoms.

amorphous cluster is metastable to maintain its shape within our observation time. The incident angle
of the cluster to the substrate normal is zero. The incident speed of the cluster rang¥gfrend.1

to 50Ve/m.

2.2.3 Numerical analysis of temperature dependence

To analyze temperature dependence of deposited nanoclusters, we use a (111)-terminated fcc crys-
talline surface for the substrate. Figure 2.3 shows the setup of numerical simulation. The (111)-
terminated fcc surface consists of 4 layers of480 triangular lattice. We set the lattice constant

to 2Y60cc. To avoid the destruction of the substrate, each atom of the substrate is tethered to its
equilibrium position by an elastic spring. Thus the atom of the substratesatisfies the equation of

motion

dzri d e
mw=—$d—riuuu)—k(ri—rﬂ), (2.4)

where}; is a summation over the interacting pdiend], andrieq is its equilibrium position. Because
we consider the substrate as a rigid surface, we use the spring cdnstdrd x 10%¢/c2. We adopt

the velocity scaling method every53 to equilibrate the substrate at a specific temperature. The
temperature of the substrate is ranged from= 0.01le to 0.4e. We adopt the periodic boundary
conditions in the horizontaty directions and the free boundary condition in the vertaditection.

2.3 Results

2.3.1 Time evolution of impacts

Figures 2.4 and 2.5 display the time evolutions of the impact of the LJ cluster of 300 atoms on the
crystalline surface. Figures 2.4(a)—(d) represent the caggef 2.0 Ve/m, and Figs. 2.5(a)—(d) are
the case o¥imp = 4.0Ve/m.

The incident cluster moves toward the substrate with its translational $fge(Figs. 2.4(a) and
2.5(a)), and hits the substrate (Figs. 2.4(b) and 2.5(b)). After the hit, the cluster is only deformed to
be a hemi-sphere (Fig. 2.4(c)) for the small incident speed. If the incident speed is, however, larger
than a critical value, the deposited cluster is split into many pieces (Fig. 2.5(c)). After the impact, the
deposited cluster is adsorbed on the substrate and settles into the final configuration (Figs. 2.4(d) and
2.5(d)).

We observe that the impact process and final configuration depend strongly on the incident speed
Vimp. In the case oVimp < 1.7 ve/m, no atoms can escape from the cluster during the impact. By
contrast, some atoms evaporate during the impact proce¥s-fpe 1.7 Ve/m. If the incident speed
is relatively low, the final configuration is a hemi-sphere on the substrate, as in the case of a partial
wetting of a liquid droplet on a dry surface. The deformation becomes larger as the incident speed
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Figure 2.4: Time evolution of an impact of an LJ cluster of 300 atoms on the substrate, where the
incident speed i¥mp = 2.0 Ve/m. See the text for details.

Figure 2.5: Time evolution of an impact of an LJ cluster of 300 atoms on the substrate, where the
incident speed i¥mp = 4.0 Ve/m. See the text for details.

increases. Abow¥imp, = 3.3ve/m, the deposited cluster is completely split into fragments, and the
absorbed atoms on the substrate form a monolayer coverage. Magve 4.5+e/m, the deposited
cluster bursts into fragments, and the absorbed coverage is no longer characterized by one cluster.
At the moment of impact, the temperature of the deposited cluster increases because the initial
kinetic energy is transformed into internal motion. Then, the temperature decreases owing to the heat
conduction into the bulk region of the material through the contact area. [69, 141, 142] The config-
uration of the deposited cluster is changed into an energetically favorable position during cooling.
Furthermore, the atomic structure of the deposited cluster is adjusted to the substrate. Finally, the
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configuration is frozen because of the loss of heat.

2.3.2 Incident speed dependences of the scaled cluster size and cluster adsorption pa-
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Figure 2.6: (a) A plot of the scaled cluster sizand (b) a plot of the cluster adsorption parameter
as functions of the incident speed for the cluster of 300 atoms.
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Figure 2.7: (a) Plot of the scaled cluster sfzand (b) plot of the scaled cluster adsorption parameter
n as functions of the incident speed.

In our simulation, the main cluster is detected using the clustering algorithm. [143] Following
Allen and Tildesley, we adopt the critical atom separati@i= 1.60-. After the cluster settles into the
final configuration, we represeNt;s as the number of atoms in the cluster. With the number of atoms
in the cluster before the impabst, we introduce the scaled cluster size:

_ Ncls
£= (2.5)

If £ = 1, no atoms can escape from the cluster after the impact. On the other hand,lif some
atoms evaporate during the cluster impact.

Let us define an absorbed atom in the cluster if an atomimtthe cluster satisfies the relation
Ir —rgl < rc, Whererg is the position of its nearest neighbor constituent of the substrate. Using the
number of these adsorbed atoMg, we can introduce the cluster adsorption parameter:

= . 2.6
= N (2.6)

If n < 1, the cluster is regarded as a multilayered adsorption. Howeves if, the deposited cluster
is perfectly spread on the substrate, and it is a monolayered adsorption.
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Figures 2.6(a) and (b) plot the incident speed dependencearafy for the cluster of 300 atoms.
We find that¢ equals 1 below/imp = 1.7 Ve/m, but it decreases abowdy, = 1.7+e/m. On the
other handp increases with the incident velocity beldwm, = 3.3ve/m, but it is satisfied toy ~ 1
aboveVimp = 3.3+ve/m. Figure 2.7(a) plots several results @for N = 255 300, 500, and 862, while
Fig. 2.7(b) isp — o for N = 32,108 255 300,500, and 862, whergy is 7 at Vimp = 0. It seems that
n — no is independent of the size of clusters, whilexhibits weak size dependence.

How can we understand the behaviors in Figs. 2.6 and 2.7? During the impact, the temperature in
the cluster increases because the kinetic energy is transformed into internal motion. [69] We assume
that the energy flux to the substrabg,k during the impact is small, and the temperature becomes
maximumTmax When the speed of the center of mass of the cluster becomes zero. Thus, the energy
conservation law can be written as

imp

mN\/2 + = NTO_gNTmaX+AS (2.7)

whereTy is the temperature of the cluster before the impact, A8ds the change in the surface
energy. With the introduction of the surface tensignthe height of the deposited cluster the
contact radius of the deposited clusimnd the ratiap = h/R, AS is given by

AS = y(2n¢R® - 47R3), (2.8)

whereRy is the mean radius of the cluster before the impact. By introducing the mean area fraction
of the contact arepagh = Nagn/7R2, AS can be rewritten as

2N
AS = y( adh _ 4 Rg) (2.9)
Padh

From Eq. (2.7)Tnax Satisfies

2AS
Tmax = TO + V2

3 Vi~ 3y (2.10)

Because the binding energy per atom in the cluster is roughly eqeathe evaporation takes place
at Tmax =~ €. In our simulation,Tg is much smaller thaiimax, and the last term on the right-hand side
of Eq. (2.10) is negligible for largdl. Thus, the evaporation is considered to take place Vigar~
V3e/m. In Figs. 2.6(a) and 2.7(a), the scaled cluster size becgmesd aboveViy, = 1.7 Ve/m,
which is consistent with the above estimation. For the clusters with 32 and 108 dtol®steases
faster than the other cases. In such cases, we cannot ignore the last term on the right-hand side of
Eq. (2.10).
During the impact, an evaporated atom carries away the volume engrgshich is the potential
energy per atom and the kinetic ene@'l;/max from the cluster. We assume that the internal energy of
the deposited cluster decreases because of the energy flux to the bulk of the substrate. Therefore, after
the cluster settles into the final configuration, the energy conservation law can be written as

mN\/2 + = NTO_AS+(Dbu|k+(1 ENE, (2.11)

imp

whereE = %Tmax— Uy is the energy carried away by an evaporated atom. Here£fN represents

the number of evaporated atoms. If the incident kinetic energy is not large, the number of atoms in the
cluster is approximately preserved during the impact. Therefore, it is reasonable that the scaled cluster
size satisfieg ~ 1. If we assume =~ 1, the energy conservation law (Eq. (2.11)) can be simplified as

Mpadh padh [4TYRE Dpui 3
= 4; Vio + ;‘y NI |\l|J +5To), (2.12)
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where we have used Egs. (2.6) and (2.9).

We useoagn = 0.91, because the adsorbed atoms should match the hexagonal lattice on the sub-
strate. The mean radilRy of a cluster consisting ofl atoms satisfie® = roN/3, where we use
ro = 0.680- as a fitting parameter. The solid line in Fig. 2.6(b) is the theoretical prediction (Eq. (2.12)),
where the surface tensigh~ 3.5¢/0? and the energy flux per atoghuk = Ppui/N =~ 1.7¢ are the

two other fitting parameters.
The second term on the right-hand side of Eq. (2.12) can be written as

- 3
o) = 252 (4N 1 - g+ 2. 213)

It is interesting that) — no(N) is independent of the cluster size. Figure 2.7(b) plots our numerical
resultsny — no(N) for < 1, which support the validity of the theoretical prediction (solid line).

2.3.3 Transition from partial wetting to perfect wetting of the deposited cluster
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Figure 2.8: (a) Plots of the height(filled circle) and contact radiuR (open square) and (b) a plot of
the contact anglé as functions of the incident speed for the LJ cluster of 300 atoms.

Let us introduce the radius of the equimolar dividing surface (Gibbs Surface) [143]

Rzz—if Gdo() 2, (2.14)
padh Jo  dr

as the contact radius of a deposited cluster, wipéreis the area fraction of the contact area with
radial distance from the center of mass of the adsorbed atoms in the cluster. We also define the cluster
heighth asznax— 2o, Wwherezyax is the maximum vertical position in the atoms in the cluster, znd
the minimum vertical position. Assuming a meniscus shape to the deposited cluster, we geometrically
calculate the contact angle

Figure 2.8 displayh, R, andd for the deposited cluster consisting of 300 atoms as functions of the
incident speed. We observe that the cluster hdigleicreases and the contact radRiacreases as the
incident speed increases. Abovg,, = 3.3ve/m, the height and contact angle become zero, which
implies that the deposited cluster becomes a monolayer film and is perfectly wetting on the substrate.
In this regime, the monolayer film is spread further and its boundary is partially chipped. Therefore,
the contact radius decreases. The clusters consisting p238%00, and 864 atoms are also perfectly
wetting on the substrate at critical incident velocities. However, it should be noted that the transition
from multilayer film to monolayer film is only the morphological change of the deposited cluster. In
the case of the cluster consisting of 32 atoms, the number of adsorbed atoms is too few to define the
wetting parameters, R, and6.
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Figure 2.9: Configurations of the adsorbed atoms in a deposited cluster of 300 atoms for each incident
speedVimp equals (a) &, (b) 10, (c) 15, (d) 20, (e) 25, (f) 3.0, (g) 35, and (h) 90 Ve/m.

2.3.4 Morphology of the final configuration of the adsorbed atoms in the cluster

The boundary shape of the contact area depends strongly on the incident speed. To investigate the
morphology of the boundary shape, we define the radial distance of the boundafyiy). Here,
r andy are the usual radial and azimuthal coordinates. We take the origin to the center of mass
of the adsorbed atoms in the cluster. Moreover, we define a dimensionless va(igbler the
boundary [144] as

fl) -R

o) = ——. (2.15)

We also use its Fourier representatigfig) = 3., g.€", with the integen = 0, +1, +2, - - -

Figures 2.9(a)—(h) are the variety of the final horizontal configurations of the adsorbed atoms in
the cluster consisting of 300 atoms. We find that there are three phases in the boundary shape. Below
Vimp = L.5+e/m, the boundary shape is grainy (Figs. 2.9(a), (b)), i@nd has some peaks at higher
modes. This may be caused by the small number of adsorbed atoms. In the casgghi <
Vimp < 3.0e/m, the deposited cluster is uniformly spread on the substrate (Figs. 2.9(c), (d), (e), (f)).
Thus, peaks ofgn/? vanish and their boundaries can be fitted by circles. In the cas®&fepm <
Vimp < 4.0 ve/m, the deposited cluster becomes a thin film or a monolayer film. In this regime, the
boundary is partially chipped (Figs. 2.9(g), (h)), whagg? has intense peaks at some modes in our
simulation. AboveVimp = 4.0 ve/m, the deposited cluster bursts into fragments and the number of
adsorbed atoms is too few to defiReThus, we cannot defingy) in this regime.

The thermal fluctuation of a circular geometry step is estimateghad) = T/218Rr? from the
equipartition of energy among thg. [144, 145] Herep is the step edge $fhess. In our simulation,
the thermal fluctuation is estimated &@gn/?) ~ 0.1, while the|g,|?> has peaks ranging from 1000 to
3000 abové/imp = 3.0 ve/m. Therefore, these intensive peaks reflect on the growth of some unstable
modes ofg, during the spread of the deposited cluster on the substrate.

2.3.5 Wettability between diferent Lennard-Jones atoms

To investigate the féect of the interaction energy on the outcome of impact, we also perform the
molecular dynamics simulation in which the LJ parameters of A and C are used for the atoms in the
cluster and the atoms of the substrate, respectively. Henceforth, we call this situation A-C case. The
Lorentz-Berthelot rule (Eqg. (2.2)) is adopted to calculate the cross LJ paramgiendoac. Other
simulation settings are the same as those describ&2l n

Figure 2.10 shows the cluster adsorption paramgtand contact anglé as functions of the
incident speed for the LJ cluster of 300 atoms. We also plot the data in the case of the LJ parameters
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Figure 2.10: (a) Plots of the cluster adsorption paramet@nd (b) plots of the contact angleas
functions of the incident speed for both A-C case (open square) and A-A case (filled circle).

of the A-A case. We observe that the cluster adsorption paramegmnains low even if the impact
speed is high (Fig. 2.10(a)). We also stress that any A cluster does not become a monolayer film in
which 8 becomes zero during the deposition onto a C surface. This is because the wetted state of the
argon cluster is unfavorable on the crystalline carbon surface, which resultgfrome. Thus, it is

clear that not only the incident velocity, but also the choice of composites is important to determine
the final configuration of the deposited cluster.

2.3.6 Temperature dependence of a deposited Lennard-Jones nanocluster
Critical temperature

The cluster moves toward the substrate by the incident sgggd= 2.0ve/m and collides with the
surface. After the impact, the cluster is deformed and adsorbed on the surface, and the temperature of
the deposited cluster is relaxed to the surface temperature. We observe the system+faft4¢0dide
temperature of the deposited cluster is relaxed.
To investigate the stabilities of the deposited clusters, we introduce the evaporation rate which is

defined by

1 s (2.16)

Tev Ty
whereps is the adatom area fraction andr} is a probability per unit time for adatom to evaporate
from the surface [146]. Because the cluster is deposited on the surface in vacuum, the evaporation rate
1/71ey €quals zero if the deposited cluster is stable. From the results of our simulation, the evaporation
rate J/tey equals zero if the temperature is below8& By contrast, Irey is finite and the system is
not in a steady state if the temperature is larger th&a. Orherefore, the deposited cluster is stable
only below the critical temperatuii: = 0.3e.

Adsorption parameter and morphology of the deposited cluster

Figure 2.11 displays the temperature dependence of the adsorption paraofater deposited clus-
ter. Each value in Fig. 2.11 is averaged over the last 2000 steps. The adsorption paramejer
is almost independent of the temperature and satigfiesl for T < T¢. It can also be seen that
decreases as the cluster size increases.

Morphology of the deposited cluster

Figure 2.12 exhibits the snapshots of the deposited clusters in the steady state, and Fig. 2.13 displays
the temperature dependence of the scaled vahid. Each value in Fig. 2.13 is averaged over the
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Figure 2.11: Plots of the adsorption parameief the deposited cluster as the functions of the tem-
perature folN = 108 (open squares ), 255 ( filled squares ), 500 (open circles ) and 862 ( filled circles
), respectively.

(a) (b)

(c) (d)

e A

Figure 2.12: (Color online) Snapshots of the deposited cluster at equilibrium. The number of atoms
in the cluster is 500. The temperature of the cluster equals.@ag,db) 0.1¢, (c) 0.2¢ and (d) 03,
respectively.
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Figure 2.13: Plots of the scaled contact rad®igN as the function of the temperature fdr= 108 (
open squares ), 255 (filled squares ), 500 ( open circles ) and 862 ( filled circles ), respectively.
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Figure 2.14: Plots of (a) the binding enerBy and (b) the orientational bond order paraméderof
the deposited cluster as the functions of the temperaturbl fer 108 ( open squares ), 255 ( filled
squares ), 500 ( open circles ) and 862 ( filled circles ), respectively.

last 200G time steps. It can be seen that the contact raRliissalmost constant for each cluster size,
and it seems that the morphology of the cluster does not depend on the temperhtureédf

Structural properties of the deposited cluster

To investigate the structural properties of the deposited cluster, we measure the binding energy and the
orientational bond order parameter. The binding ené&igig defined by the potential energy per atom

in the cluster. The orientational bond order parameter is defined by a connecting pair of neighboring
atoms in the cluster. This parameter is related to the spherical harmonics function

Qim = Yim (6(r), ¢(r)) . (2.17)

whered(r) and¢(r) are the polar and azimuthal angles of the bomdth respect to a fixed reference
frame. We also averag@n over all bonds in the cluster as

Qm = Nib Z Qim(r), (2.18)

where Ny is the total number of bonds. Finally, to make this parameter invariant with respect to
rotations of the reference frame, we introduce the second-order invariants as the orientational bond

order parameter
|
A —
= 2
Q= le - 1m§:_l [Qunl? (2.19)

It is known thatQ, characterizes the dominant structure in the cluster [147-149].

Figures 2.14 (a) and (b) display the temperature dependeriEg aiid Qg, respectively. In our
simulation, we find thaE, andQg are steady even if the temperatire- Tc. Each value in Fig. 2.14
is averaged over the last 2000me steps. It can be seen thaf and Qg increases as the temperature
increases belowc. When the temperature becomes larger thanQg decreases as the temperature
increases because of the evaporation.

2.4 Discussion and conclusions

In this paper, the incident kinetic energy per atom in the cluster is less than 2 eV. In this case, the
damage of the substrate due to the impact of a cluster can be ignored and we considered a single-layer
substrate. However, thetect of the interaction between the deposited cluster and the bulk of the
substrate is important. In general, the adsorption state is strofigted by the surface temperature,
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[150] but the substrate was assumed to b& at 0 before the cluster impact in our simulation.
Therefore, the fiect of the surface temperature is also important for future study. Moreover, we
performed simulation only for one deposition event of the cluster at each incident speed. Thus, we
should take an ensemble average of impact processes for future study.

In conclusion, we found that deposited LJ clusters consisting 32, 108, 255, 300, 500, and 862
atoms exhibit a transition from multilayered adsorption to monolayered adsorption at the critical in-
cident speedVimp = 3.3 ve/m. From our simulation, we clarified that the deposited clusters are
perfectly wetting on the substrate above the critical incident speed. Employing the energy conser-
vation law, we estimated the critical value of the incident speed at which the evaporation begins to
occur during the impact. The estimated critical vaMgy, = 1.7 ve/m, exhibits good agreement with
our simulation results of. Using the energy conservation law, we also found that the scaled clus-
ter adsorption parameter is independent of the cluster size and is proportiaffal td'hese results
exhibit good agreement with our simulation results. We performed the Fourier analygig) @nd
found that some modes become unstable fong/m < Vimp < 4.0e/m. We also performed the
molecular dynamics simulation of the A-C case and we found that the A cluster does not become a
monolayer film on the C surface. Thus, we concluded that not only the incident speed, but also the
strength of the interaction between the cluster and the substrate is important to form a monolayer film
on a substrate. The deposited cluster is stable4f T¢, but the evaporation occursTf > T¢c. The
morphology of deposited cluster is almost independent of the temperatufe<ofc. The binding
energy of the deposited clusteg increases as the temperature increases. The orientational bond order
parameteg increases as the temperature increases forT¢, but decreases far > T¢ because of
the evaporation.
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Chapter 3

Depositions of an argon nanocluster on a
free-standing graphene sheet
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3.1 Introduction

Graphene is a two-dimensional ( 2D ) atomic layer of carbon atoms on a honeycomb lattice. Recent
remarkable experimental techniques have made it possible to observe the motion of a free-standing or
suspended graphene sheet [98,100]. Because electrons in a graphene can travel sub-micrometer dis-
tances without scattering, the study of graphene is active to make nanoscale electronic devices [101].
Graphene can be wrapped up into fullerenes and rolled into carbon nanotubes, and thus it is the most
fundamental structure of nano-carbon materials [97]. Such flexibility of graphene encourages many
researchers to investigate its mechanical properties. A recent experiment has detected the mechani-
cal vibrations of suspended graphene sheets activated by radio frequency voltages, and has observed
vibration eigenmodes which are not predicted by the elastic beam theory [99]. In contrast to the elec-
trical activations of graphene, it is also possible to activate the motion of graphene by nanocluster
impact [151]. The nanocluster impact can generate high pressure in localized areas of graphene, and
itis an appropriate method to verify the elastic theory for the plate deflected by the concentrated force.
In addition, nanocluster impact is also important for manufacturing nanoscale electronic devices on a
substrate [50, 55, 69, 130, 142]. Therefore, it is neceswamnderstand the motion of the graphene
induced by a collision with nanoclustar order to verify the elastic theory and to aim to construct the
nanoscale electronic devices on a graphene sheet. However, there are a few studies which investigate
the time evolution of the local deformation of the graphene deflected by the nanocluster impact. In
this paper, we perform the molecular dynamics ( MD ) simulation to investigate the time evolution of
the deformation of a free-standing graphene sheet deflected by a collision with an argon nanocluster.
We find that analytic solutions of the elastic plate well reproduce the results of our MD simulation.
We also analyze the time evolution of the temperature profile of the graphene sheet.

The organization of this paper is as follows. In Section 3.2, we introduce our humerical model
of the nanocluster impact on a graphene sheet. Section 3.3 consists of three subsections. In Section
3.3.1, we show the time evolution of the deflection of the graphene. In Section 3.3.2, we analyze the
time evolution of the deflection. In Section 3.3.3, we analyze the heat-up of the graphene after the
impact. We discuss our results in Section 3.4 and conclude in Section 3.5.

3.2 Molecular dynamics simulation of the impact

z ' argon cluster
graphene sheet

Figure 3.1: (Color online) A snapshot of impact of an argon cluster on a free-standing graphene sheet.
The incident cluster contains 500 argon atoms. The graphene sheet contains 16032 carbon atoms on a
honeycomb lattice.

To study the dynamical motion of the graphene induced by a collision with an argon cluster, we
perform the MD simulation. We adopt the Lennard-Jones (LJ ) potes{tii= 4e [(U/u)12 - ((r/u)e]
for the interaction between two argon atoms with the distanoetween two argon atoms, where we
use the LJ parameters [152]= 1.03x 1072 (eV) ando = 0.340 (nm). We also adopt LJ potential
for the interaction between an argon atom and a carbon atom, where we use the cross parameters
of LJ potentialgn; and ojng, which are defined by the Lorentz-Berthelot ruleegs = Vee' and
ont = (0 + 0’)/2, respectively. Here¢’ = 2.40 x 1073 (eV) ando’ = 0.335 (nm) are the LJ
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parameters for carbon [153, 154]. Finally, we adopt the Brenner potential, which is widely used for
simulations of a graphene and a carbon nanotube, for the interaction between two carbon atoms [126].
Figure 3.1 displays a snapshot of our impact simulation. The graphene involves 16032 carbon
atoms on a honeycomb lattice. The bond length of the grapher®ligrim and the length of one edge
is approximately equal to 20nm. The carbon atoms on the edges parallet@tieare arranged in
armchair geometries, and the carbon atoms on the edges paralleitaxtisare arranged in zigzag
geometries [155, 156]. The boundary conditions of the four edges of the graphene are free, and the
initial temperature of the graphene iRK. The cluster containing 500 argon atoms is made from
argon gas by the temperature quench method [133, 157]. At first, we prepare 500 argon atoms in a
periodic box and equilibrate at 1.BK with the number density.27nn72 in the gas state. We quench
the temperature to 58K. After an equilibration, a liquid-like argon cluster is formed. We further
quench the temperature to2K to make it rigid, and an amorphous argon cluster is formed [130].
The center of mass of the amorphous argon cluster is placetirahfbove the center of mass of the
graphene. The argon cluster is translated with the incident velycity collide with the graphene.
The incident angle of the argon cluster to the graphene normal is zero.

3.3 Results

3.3.1 Time evolution of the deflection

(2) (b)

(nm) (nm)

(nm)

Figure 3.2: The deflection of the graphene slieat (a) 2.2 ps and (b) 2.8 ps after the initial hitting.
The incident cluster contains 500 argon atoms, and the incident speed igs316m

(2) (b)

(nm)

(nm)

Figure 3.3: The deflection of the graphene shieat (a) 2.2 ps and (b) 2.8 ps. The incident cluster
contains 500 argon atoms, and the incident speed is 720m

Let us demonstrate the motion of the graphene induced by the collision with the argon cluster in
the case oV = 316 (ys). Figures 3.2 display the time evolution of the deflection of the graphene
/ as a function ok andy coordinates. In this figures, we divide tRg plane into 32x 32 cells and
average over-components of the positions of carbon atoms in the center-of-mass frame. We define
t = 0 as the time at which the argon cluster contacts the graphene sheet. At the impact, the circular
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region around the center of the graphene is bended by the incident argon cluster ( Figs. 3.2 (a) ), and
the transverse deflection wave is isotropically propagated in the graphene ( Figs. 3.2 (b) ). In the
laboratory system, the graphene is moved downward and immediately reaches the uniform motion
along thez-axis with the speed 28m/s. During the impact, the incident argon cluster adsorbs on

the graphene and does not rebound. Figures 3.3 display the time evolutidordhe incident speed

V =790 (nys). At the impact, the circular region around the center of the graphene is strongly bended

by the incident argon cluster ( Figs. 3.3 (a) ), and the transverse deflection wave is observed ( Figs.
3.3 (b) ). During the impact, the incident argon cluster bursts into fragments and some fragments
are scattered and the rest of fragments adsorb on the graphene. We have also examined the cases of
V = 158, 474, and 632 (#is), and the bending formation and the propagation of transverse deflection
wave are also observed. In all cases, the deflection wave in the graphene passes through the boundary
without reflection, and the graphene ripples after the impact. We have never observed any defect
formations in the graphene sheet.

3.3.2 Analysis of the deflection
Equation of motion

To analyze the result of our simulation, we examine the linear theory of the elasticity in description of
the deflection of the graphene [158, 159]. Because the elastic properties of a 2D hexagonal structure
are isotropic [158], we ignore the anisotropic properties of the graphene sheet. Thus, the equation of
motion for the deflection is given by

3

2 _
mA Z(r,t) = p(r, 1), (3.2)

pL(r.t) +
Here,p = 7.59 x 1077 (kg/m?) is the mass per unit area of the graphene, &mg) represents
8%¢(r,1)/0t%. Because graphene is a single atomic layer of carbon, its thickrissometimes set to
be the diameter of a carbon atom38nm. However, Yakobscet al. indicated that = 0.066 (nm)
should be used in their simulation of single-walled carbon nanotubes [108]. We still do not have any
consensus on the proper valuehdfL02—105, 110]. Thus, to avoid ambiguous definition of the thick-
ness, we use the thickness and the elastic moduli which are directly obtained from the analysis of the
Brenner potential. Following Ref. 26, we use the thickness, Young's modulus, and Poisson’s ratio as
h = 0.0874 (nm),E = 2.69 (TPa), angi = 0.412, respectively. The right hand side of Eq. (3.1) is the
external pressure due to the argon cluster impact. Because the deflection is symmetric with respect to
the z-axis, we assume thétand p depend on timé and the distance from treaxisr.

Hertzian contact pressure

Although the external pressure changes during the impact, we simply assurpg ttas an impul-
sive pressure with the distribution of the Hertzian contact stress. Thus, we may assume

2
p@ﬂ:-%%wh—g)maqwm, (3.2)

whereF anda are the impulse and the contact radius of the incident argon cluster [158]

3FR (1-4%  1-u2\]"°
a:[ ; { L }] , (3.3)

respectively. Hereg(t) is Dirac’s delta function, an®(a — r) is the Heaviside function which is
defined a®(a—r) = 1 forr <aand®(a—r) = 0 forr > a. The mean radius, Young’s modulus, and
Poisson’s ratio of the argon cluster &e= 1.6 (nm),E’ = 3.69 (GPa), angd’ = 0.396, respectively,
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Figure 3.4: (Color online) The MD simulation results of the mean deflection of the graphene ( open
circle ) which are averaged over the azimuthal coordinate, and the solutions of the equation of motion,
i.e. Egs. (3.6) (red solid line ) and (3.9) ( green broken line ) at (a) 2.2 ps and (b) 2.8 ps. The incident
cluster contains 500 argon atoms, and the incident speed is/31dine magnitude of the impulse is
1.96x 1071°N - ps.

which are estimated from our another MD simulation [160, 161]. In addition, we assume that the
contact area of radiusmoves downward with the spe&btat the impact. Thus, the initial conditions

of the deflection aré(r, 0) = 0 and/(r,0) = —VO(a - r). Because we consider the behaviors in the
vicinity of the center of the graphene, we solve Eq. (3.1) as if the graphene sheet is infinitely large.
The Fourier transform and the Laplace transform of Eq. (3.1) yield

2o HEK
whereD = h3E/12p(1 — 1?). Here, we introduce the function
_3F sin@k) — akcos@k) Jl(ak)
H(K) = i +2ravE=E (3.5)

whereJn(x) is the Bessel function for an integer Here, we represent the Laplace transform and the
Fourier transform ai(s) = [~ Z(teStdtandg(t) = [* dks(r, t)e™®, respectively. The inverse
Laplace transform and the inverse Fourier transform of Eq. (3.4) yield

00 sin(VDk?t)
rt)y=-— H(K) Jo(kr)————=dk 3.6
6.0 == | HK9A) = (3.6)
A flat punch pressure
If we adopt a flat punch impulsive pressure
F
p(r.t) = ——6(a-r)i(t) (3.7)
e
instead of Eq. (3.2), the Fourier transform and the Laplace transform of Eq. (3.1) yield
- 2HpJ1(ak 1
CES Oaf(( ) (3.8)

&+ Dk4’
where we introduce the constdfg = p~1F + za®V. In this case, the solution of Eq. (3.8) is

sm(\/_kzt)

N (3.9)

() =-220 f Jo(kn) 3y (aky SV
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Figures 3.4 display the time evolution of the deflectignt) in the case oV = 316 (nys). In
this figures, the open circles are our MD simulation results which are averaged over the azimuthal
coordinate. The red solid and green broken lines represent Egs. (3.6) and (3.9), respectively. Here, we
useF = 1.96x 10719 (N - ps) for both Eq. (3.6) and Eq. (3.9). We have also examined the deflection
of the graphene in the case ¥f= 158 (nys), and we find that the time evolution ofr, t) is well
described by Egs. (3.6) and (3.9) wih= 1.25x10719(N - ps). However, in the caseséf= 474, 632
and 790 (mis), Egs. (3.6) and (3.9) are no longer applicable because the incident argon cluster bursts
into many fragments which collide with the graphene, and the distribution of the external pressure can
neither be approximated by the Hertzian contact stress nor a flat punch pressure.

3.3.3 Analysis of the heat-up

(a)

20

0 0
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Figure 3.5: The temperature profile of the graphene shéety) at (a) 2.2 ps and (b) 2.8 ps after the
initial hitting. The incident cluster contains 500 argon atoms, and the incident speed igs316m

To study heat up of the graphene, we introduce the local temperature. We divide the graphene into
64 x 64 cells along thex- andy-axes and define the temperature of jké cell as

N;j

m 2
Tj= 3N, D (vi—u) (3.10)

wherekg andm = 1.99 x 102° (kg) are the Boltzmann constant and the mass of carbon atom,
respectively. In Eq. (3.10)j, vi andu; are the number of carbon atoms in thth cell, the velocity

of thei-th carbon atom which is in thgth cell and the mean velocity of theth cell, respectively.
The mean velocity of th¢-th cell is defined as

uj=~ ) Vi. (3.11)

In order to take a sample averageTgf we rotate the nanocluster around the line before the impact,
where we use the fierent angle for each sample. Here, the line is parallel ta-tieds and intersects
at the center of mass of the nanocluster. If we project the 64 cells to thexy plane, Eq. (3.10)
approximately represents the temperature prdfie y). Figures. 3.5 display the time evolution of
T(x,y) which is averaged over 20 samples in the cas®& of 316 (nys). Although the thermal
conductivity of a 2D hexagonal structure is isotropic [162], the resuli¥(®fy) are anisotropic.

Let us explain the anisotropic profile ®{x, y). The nanocluster collides with the graphene in the
vicinity of the center of mass of the graphen¢ Y). By the impact, the vicinity of X, Y) is heated
up and the heat curreqtflows from (X, Y) to the edge of the graphene. Therns symmetrical with
respect toX, Y), and we adoptX, Y) for the origin. In such an irreversible process, thanks to the least
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dissipation principle, the rate of the entropy production

D=- f «1g?dA (3.12)
A

is expected to be minimum, whereandk are the area of the graphene and the heat conductivity
per unit area of the graphene, respectively [163]. If we assumextizad constant, the variation
6D = 0leadsV - q = 0[163]. Therefore, from Fourier’s law of heat conduction, the deviation of the
temperaturéT = T(X,Yy)—To satisfies Laplace’s equatid@T = 0. Here,Tg is the temperature of the
graphene before the impact. Becad$eis finite at (X, Y), the general solution of Laplace’s equation
is

5T(r,6) = const + Z r"a, cosd + ¢) (3.13)

n=1

in the polar coordinate, wheig, and¢ are the integral constants [164]. Becagsis symmetrical
with respect to X, Y), the integem satisfies cofn(d + ) + ¢) = cosfd + ¢) and sin(n(0 + ) + ¢) =
sin(ng + ¢). Thus,n should be even. Therefor&T (r, §) is distributed aroundX, Y) as

6T(r,6) = const + Z r?Maym, cos(2rd + ¢) . (3.14)
m=1

In Fig. 3.5 (a), the heated region can be seen as a quadrupole distribution a¥giiidvpich is

the case om = 1 in EqQ. (3.14). On the other hand, in Fig. 3.5 (b), the heated region is no longer
distributed as Eg. (3.14). In this case, it seems that the least dissipation principle is no longer correct,
and it is necessary to solve the heat equation with the boundary conditions correctly.

3.4 Discussion

Although Egs. (3.6) and (3.9) seem to well describe the results of our MD simulation, the solution does
not satisfy the boundary conditions, and these are not applicable except for the case that deformations
are localized in the vicinity of the center of the graphene sheet, i.e. immediately after the impact.
Note that it is dificult to obtain an analytic solution of Eq. (3.1) which satisfies the completely free
boundary conditions [165, 166]. If we simply estimate the magnitude of the impulse from the change
in momentum of the incident argon clustét, = 3.59 x 1071% (N - ps) which is about two times

larger than the fitted value in Figs. 3.4. However, the value is over-estimated, because the loading
force can change during the impact and the dissipative force plays important role for the collision of
clusters [87,93]. In the case ¥f> 400 (nys), the impact processes are further complicated by many
fragments of the argon cluster, and Eqgs. (3.6) and (3.9) are no longer correct. Therefore, it is necessary
to improve the functional form of(r, t). Note that if we usdn = 0.335 (nm) in Egs. (3.6) and (3.9),

the wave propagates much faster than the actual propagation observed in our MD simulation. Thus,
the thinner thicknesls = 0.0874 (nm) is more appropriate. The analysis based on the least dissipation
principle reproduces our simulation result of the temperature profile in the early stage of impact.
However, in order to describe the time evolution of the temperature profile, it is necessary to solve the
heat equation with appropriate boundary conditions.

3.5 Conclusion

In conclusion, we perform the molecular dynamics simulation of the graphene sheet induced by a
collision with an argon nanocluster, and the bending formation and the propagation of transverse
deflection wave are observed. We find that the linear theory of the elasticity well explains the time

evolution of the deflection of the graphene, where the deflection is represented by using the analytic
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expressions Eqgs. (3.6) and (3.9). In addition, we conclude from the analysis of the motion of the
graphene that the actual thickness is much thinner than the diameter of a carbon atom. We also
analyze the time evolution of the temperature profile, and find that the analysis based on the least
dissipation principle reproduces our simulation result in the early stage of impact. We believe that the
predictions of the bending formation and propagation of transverse deflection wave are necessary for
the construction of the nanoscale electronic devices on a graphene sheet.
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Chapter 4

Negative normal restitution codficient for
nanocluster collisions
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4.1 Introduction

Inelastic collisions, where a part of mechanical energy of colliding bodies transforms into heat, are
common in nature and industry. Avalanches, rapid granular flows of sand, powders or cereals may
be mentioned as pertinent examples [82, 83]. Moreover, inelastic collisions define basic properties
of astrophysical objects, like planetary rings, dust clouds, etc. An important characteristic of such
collisions is the so-called normal restitution éic@ente. According to a standard definition, it is
equal to the ratio of the normal component of the rebound spgédrime states for the post-collision
value), and the impact speey,
g’-n

e=- g (4.1)
The unit inter-center vectar = r1o/|r 17| at thecollision instant(r12 = r1 — r») specifies the impact
geometry. Since particles bounce in the direction, opposite to that of the inegagipsitive,e > 0,
and since the energy is lost in collisiorsis smaller than one, that is,9 e < 1. This is a common
statement in the majority of mechanical textbook, where it is also claimed ihatmaterial constant.
Recent experimental and theoretical studies show, however, that the concept of a restittiicieicbe
is more complicated: First, it depends on an impact speed [84—87], second, it can exceed unity for a
special case of oblique collisions with elastoplastic plate [88—90], where the energy of normal motion
can increase at the expense of the energy of tangential motion [88—90]. Sitill, it is believedthat
for a true head-on collision.

The concept of a restitution cfieient, as a basic one of the classical mechanics, has been intro-
duced long ago by Newton; it addresses an impact of macroscopic bodies. The increasing interest to
nanoparticles, inspired by its industrial significance, raises an important question, to what extent the
macroscopic concepts are applicable and whether they acquire new features at a nanoscale. The colli-
sions of nanoclusters has been studied in detail numerically [72,91-95]. It was observed that the sur-
face dfects, due to the direct inter-cluster van der Waals interactions, play a crucial role: The majority
of collisions of homogeneous clusters, built of the same atoms, lead to a fusion of particles [91, 92];
they do not fuse for high impact speeds, but disintegrate into pieces [91, 92]. This complicates the
analysis of restitutive collisions, which may be more easily performed for particles with a reduced
adhesion. Among possible examples of such particles are clusters of covalently bonded atoms, espe-
cially when their surface is coated by atom ofteient sort, as for H- passivated Si nanospheres [72].
These particles can rebound from a substrate, keeping their form after an impact unaltered [72]. The
bouncing nanoclusters demonstrate a surprisitece— the normal restitution céiicient can exceed
unity even for strictly head-on collisions [93].

In this Letter we investigate the oblique impact of nanoclusters with the reduces adhesion by
means of Molecular Dynamics (MD) and theoretically, using concepts of continuum mechanics. Un-
expectedly, we have found that the normal restitutiorflocient, as defined by Eq. (4.1), acquires for
large incident angles negative values< 0. We explain this ffect by the reorientation of the con-
tact plane during an impact and quantify it. Moreover, we propose a modified definiteyrmbich
preserves its initial physical meaning and yields always positive values. To describe the collision of
nanoclusters we develop a continuum theory. Surprisingly, the macroscopic approach quantitatively
agrees with MD even at nanoscale.

4.2 MD simulations

We study two models - a simplified model (A), which mimics interactions of nanoclusters with the
reduced adhesion and realistic model (B) for interaction of nanoclusters with covalently bonded atoms
— H-passivated Si hanospheres. For the model A, which is less computationally expensive, we adopt
the Lennard-Jones ( LJ ) potentiglr) = 4e [(m_\]/r)12 - (aLJ/r)G] for the interaction between two

36



Before collision After collision

Figure 4.1: (Color online) Initial (left) and final stage (right) of the nanocluster collision. The initial
relative velocity isv12(0) = V and the incident angle i& The unit normah specifies the orientation

of the contact plane. For largea noticeable reorientation of this plane is observed. Here the collision
of H-passivated Si nanospheres (model B) is shown.

atoms in the same cluster and the modified LJ potentiglr) = 4e [(aq_;./r)12 - C(O'Lj/r)G] for the
interaction between atoms in twofiirent clusters. Here the cohesive parameter0.2 controls the
adhesive force [93-95] between clusters, while-_j, andr are, respectively, the depth of potential
well, the diameter of the repulsive core, and the distance between two atoms. The nanoclusters of
N = 500 atoms were prepared by the two step temperature quench to obtain a rigid amorphous
particle [130]. The diameter of nanoclusimwas defined as the maximum distance between the
center of mass of the nanocluster and the atom on the surface, so we £fint0.460_;. For the
model B we adopt the Terfiopotential [120-125] for the covalent Si-Si, Si-H, and H-H bondings.
The Si nanospheres, containing 2905 Si atoms arranged in a diamond structure, are fully coated by
852 H atoms. The radius of Si nanosphere is abloa2.4 nm.

We fix the modulus of the relative inter-cluster velocity(0) — v»(0) = vi12(0) = V and set it
toV = 1.0 ve/m and 1850 s for the model A and B, respectively. We vary the incident angle
betweenn andV (see Fig. 4.1), so that the normal impact velocity,= V cosy is changed. The
nanoclusters do not rotate before an impact and have zero angular velegi{@s= w»(0) = 0. To
make an ensemble average, we randomly turn one of the clusters around the axis, passing through
its center and perpendicular to the contact plane. Due to rough atomic surfaces of the clusters, this
results in varying contact configurations at each impact. Hence, for every incidentyamgleerform
averaging over 100 collisions withftierent contact conditions for model A and over 10 collisions
for model B. The clusters’ deformation during an impact is quantified by the normal displacement,
&) = d—ra(t)] = d - rip(t). We define the beginning of a collisiontat 0 and the end at= t.
through the conditiongn(0) = &x(tc) = 0.

Simulation results for the normal restitution ¢eient for the models A and B are shown in Fig.
4.2 (upper and lower panel respectively). As it is seen from the figure, the restitutificient e,
defined by Eq. (4.1) becomes negative for large incident angleSuch unusual behavior & at
nanoscales may be understood if we notice that the orientation of the contact plane, characterized by
the unit vecton(t) = rq(t)/r12(t), significantly alters during the collision, Fig. 4.1. This is quantified
by the angler between the initial and final orientations ),

cosa = n(0)- n(te) . (4.2)

The dependence of on the incident anglg is shown in Fig. 4.3. Itv is large, the normal restitution
codficients becomes negative, Fig. 4.2.
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Figure 4.2: Dependence on the incident anglef the normal restitution cdgcientse, andé€ ac-
cording to the standard definitions (4.4) and modified definition (4.5). Open circles and squares are
respectively the MD results farand€, while dashed and solid lines correspond to theoretical predic-
tions. Upper panel refers to the model A and lower panel — to the model B. Note that thieients

is always positive.
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Figure 4.3: Dependence of the angular displacemenrt arcos h(0) - n(t;)] of the unit normaln,

Eg. (4.2), on the incident angle Open squares and circles are the MD results for the model A and B,
respectively. Solid and broken lines are the corresponding theoretical predioiien)%t,c Q(t)dt (see

text for detail).

4.3 Modified definition of e

To analyze this fect, consider the relative velocity of particles at their contact,

g=Vi+ g [N X wi2] = —&nN + ryoh + g [nxwid] , (4.3)

wherewiz = wy + wz and we user;z = 12 with r12 = n(d — &,). In the standard definition of
e and theoretical studies of an oblique impact [167]is taken at the collision instant, that is, its
reorientation during the impact is ignored. In experiments, the nomialalso determined only
once, at the beginning of an impact [168, 168]= n(0). Neglecting angular velocities (note that
w1,2(0) = 0) we find for the restitution cdicient:

= _9(t) - n(0) _ %n(tc)
9(0)-n(0)  |£(0)

where we take into account thgf0) - n(0) = —&,(0) = -V cosy < 0, thatrqs(t) = d and that
&n(te) < 0. For head-on collisions, when— 0 ande — 0 (see Fig. 4.3) the second term in the r.h.s.
of Eq. (4.4) is negligible andis positive. For oblique impactsanda are large and the second term
prevails, yielding a negative

Hence, the negative restitution dheient is a consequence of a significant reorientation of a con-
tact plane during a collision. For hard particles with a small collision duration the reorientation of
is small and may be neglected [167]; this usually holds true for macroscopic bodies. Nanoclusters,
however, are very soft particles with small Young’s modulus [161]. The duration of their irygact
relatively large and the reorientation of the contact plane is significant.

As it follows from the Eqg. (4.4), the standard definitione€haracterizes not only the normal
motion alongn(t) (the first term in the r.h.s. of Eq. (4.4)), but also the change of the nar(tafthe
second term in the r.h.s. of Eq. (4.4)). Therefore, it is worth to define the restitutifircee®, which
describes pure normal motion. The respective modification of the standard definition reads:

_9(te) - n(te) _ f n(tc)
9(0)-n(0)  [£n(0)

dsina a
Vcosy ’

(4.4)

é=

. (4.5)
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Here we use Eq. (4.3) fdr= t. and take into account that- n = 0 for a unit vectom. Note, that

the modified restitution cdicient€is always positive, Fig. 4.2. It can be also seen from Fig. 4.2 that
the magnitude oé for an oblique impact (for large) is significantly larger than that for a head-on
collision. In what follows we explain the observed behaviorg aind € using a simple theoretical
model, based on continuum mechanics approach.

4.4 Theory of an oblique impact

Consider a non-inertial frame, rotating with the angular velo€ttyperpendiculan, so thath =

Q x n. To compute the normal force acting between two nanoclusters we apply the impact theory for
macroscopic viscoelastic adhesive spheres [86,87]. It contains the JKR force [81], which accounts for
elastic interactions via the Herzian forEg and for adhesive interactions via the Boussinesq force

Fg,
423 6o 5
Fy-Fg= — — {/—a%?2. 4,
H B Dd D a (4.6)

It also contains the dissipative force [87],

. 12a°> 3 |6no 1
FD = a?](D—d - é Ta . (47)

Here,ais the contact radius of the colliding nanoclusters, related to the normal displacgpasnt

B 4a? 8roDa

“TT TN

(4.8)

andD = (3/2)(1-v?)/Y is the elastic constant with the Young modulisind the Poisson ratia
From the independent numerical simulations we estifate883¢/07; andv = 0.396 for model
A, andY = 283 GPa and = 0.166 for model B [161]. The surface tensionmay be expressed via
Hamaker constamty and the equilibrium distance between atoms at the integfgasr ~ AH/24712(2).
We obtaino = 0.02466/0'EJ and 000289 N'm for the models A and B, respectively. The dissipative
constant;, which accounts for the viscoelasticity of the particles’ material [86] is used here as a fitting
parameter. In the present simulations a good agreement is obtained by chpesth§50 ; Vm/e
and 162 fs for models A and B, respectively.
In the non-inertial frame, the inertial force must be also taken into account. Its normal component

reads [170],

Fi = 2uviz- N(t) — uxa2n() (4.9)

whereu = Nny2 is the reduced mass of the nanoclusters. If we again neglect the angular velocities
of particles in the collision (since1/2(0) = 0), that is, if we assume that the two clusters at a contact
move together as a solid dumbbell, we can exploit the conservation of the angular momentum in the
form,

uraQ = uVsinyd, (4.10)

where we take into account that = 0. This yieldsQ(t) = V siny d/rfz(t) and the inertial force,

V2d?
Fi = o sirty . (4.11)
M2

Combining Egs. (4.6) — (4.11) we obtain the equation of motiorfor
’2 V292

d .
ppén+ Fu—Fe+ Fo + ((’_;—g)?,smzp 0, (4.12)
—q<n
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whered’/dt denotes the time derivative in the non-inertial frame. Solving Eq. (4.12§{¢), we
obtain€as it follows from Eqg. (4.5). Taking into account that"Q(t:) we obtain from Eq. (4.4) the
relation between the standard and modified restitutioffficbents,

e = écosa - tanysina . (4.13)

The last equation together with the relation= fOtCQ(t)dt may be used to compute the standard
codficiente. The theoretical predictions for the deientse and € are shown on the upper and
lower panels of Fig. 4.2 respectively. The agreement between our theory, which has only one fitting
parameter, and MD simulations is rather good. We find that the restitutighaieet of H-passivated

Si nanospheres is well reproduced by our macroscopic theory for the incident speed betwesn 20 m
and 2405 ps. If, however, the speed exceeds 2508 nthe nanospheres melt and fuse upon collisions
and the theory fails to describe the impact.

Figure 4.4 exhibits time development&f. Upper and lower panels refer to the Model A and B,
respectively. Open circles are the results of the MD simulation averaged over 100 samples and 10
samples for the Model A and B, respectively. Here, the incident angles-a@05 andy = 1.25 for
the Model A and B, respectively. The solid lines are the solutions of the equation of motion Eq.(4.12).
However, it should be noted that, in the case of the Model A, Eq.(4.12) is scaled by the LJ parameters
and its form does not change even if the lengthnd timer are rescaled tdL andAr, respectively.
Therefore, in Fig.4.4, we rescaled the length and time units of the theoretical curve for the Model A
asAoj andAo 3 vVm/e with A = 0.5.

We wish to stress that our theoretical model, developed for nanoclusters, may be relevant for
oblique collisions of macroscopic bodies, provided the re-orientation of the contact plane during the
impact is not negligible. This may happen for soft cohesive particles with a low Young modulus and
large collision time. Relevance of the theory for collisions in wet granular systems is also expected
[171,172].

4.5 Conclusion

We perform a detailed study of the oblique impact of nanoclusters by means of Molecular Dynamics
and theoretically. In simulations we use two models, a simplified one, based on the Lennard-Jones
potential with a cohesive parameter and a realistic model for nanoclusters with covalently bonded
atoms. We detect unexpected behavior of the normal restitutidic@eate, which becomes negative

for large incident angles and explain thigezt by the reorientation of the contact plane in the course

of collision. We propose a modified definition of the restitutionfiio&nt, € which describes only

the normal motion of particles, independently of their relative reorientation, and is always positive.
A simple relation betweer and €, that may be helpful for experiments is reported. We develop a
theoretical model for an oblique impact, based on the continuum mechanics description of colliding
particles, and demonstrate that theoretical predictions agree well with simulation results. Hence,
we conclude that the macroscopic concepts of elasticity, surface tension and bulk viscosity are well
applicable for nano-objects of a few hundreds atoms.
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Figure 4.4: Time development &f. Upper and lower panels refer to the Model A and B, respectively.
Open circles are the results of the MD simulation averaged over 100 samples and 10 samples for the
Model A and B, respectively. Here, the incident anglesjare 0.05 andy = 1.25 for the Model A

and B, respectively. The solid lines are the theoretical predictions, however, we rescaled the length
and time units of the theoretical curve for the Model AMas ; andAoj vVm/e with 1 = 0.5.
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Chapter 5

Summary

In Chapter 2, we find that deposited LJ nanoclusters consisting 32, 108, 255, 300, 500 and 862 atoms
exhibit a transition from multilayered adsorption to monolayered adsorption at the critical incident
speedVimp = 3.3vVe/m. From our simulation, we clarify that the deposited nanoclusters are perfectly
wetting on the substrate above the critical incident speed. Employing the energy conservation law, we
estimate the critical value of the incident speed at which the evaporation begins to occur during the
impact. The estimated critical valuém, = 1.7 ve/m, exhibits good agreement with our simulation
results. We also find that the scaled adsorption parameter is independent of the cluster size and is
proportional to the square of the incident speed. These results also exhibit good agreement with
the MD simulation results. We perform the Fourier analysis of the boundary shape of the adsorbed
nanocluster and find that some modes becomes unstabledfgeAn < Vimp < 4.0ve/m. We also
perform the MD simulation of A-C case and we find that the A cluster does not become a monolayer
film on the C surface. Thus, we conclude that not only the incident speed, but also the strength
of the interaction between the cluster and the substrate is important to form a monolayer film on
a substrate. We also investigate the temperature dependence of deposited LJ nanoclusters and find
that nanoclusters are stable if the temperafure Tc but the evaporation occurs T > Tc. The
morphology is almost independent of the temperature, and the binding energy and the orientational
bond order paramet&)s increases as the temperature increases.

In Chapter 3, we perform the molecular dynamics simulation of the graphene sheet induced by
a collision with an argon nanocluster, and the bending formation and the propagation of transverse
deflection wave are observed. We find that the linear theory of the elasticity well explains the time
evolution of the deflection of the graphene. In addition, we conclude that the actual thickness is much
thinner than the diameter of a carbon atom from the analysis of the motion of the graphene. We also
analyze the time evolution of the temperature profile, and find that the analysis based on the least
dissipation principle reproduces our simulation result in the early stage of the impact.

In Chapter 4, we perform a detailed study of the oblique impact of nanoclusters by means of
Molecular Dynamics and theoretically. In simulations, we use two models, a simplified one, based
on the LJ potential with a cohesive parameter and a realistic model for nanoclusters with covalently
bonded atoms. We detect unexpected behavior of the normal restitutifiicienge, which becomes
negative for large incident angles and explain thigea by the reorientation of the contact plane
in the course of collision. We propose a modified definition of the restitutiofficmat, € which
describes only the normal motion of particles, independently of their relative reorientation, and is
always positive. A simple relation betweerand€, that may be helpful for experiments is reported.

We develop a theoretical model for an oblique impact, based on the continuum mechanics description
of colliding particles, and demonstrate that theoretical predictions agree well with simulation results.
Hence, we conclude that the macroscopic concepts of elasticity, surface tension and bulk viscosity are
well applicable for nano-objects of a few hundreds atoms.
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Appendix A

Tersoff potential

The Tersd potential is a bond-order potential used for the covalent bonding between two carbon
(C) atoms or two silicon (Si) atoms [120-123]. Ma#h al. calculated the material parameters of the
Tersdt potential to use the potential for silicon nitride and silicon hydride [124,125]. In this appendix,
we explain how to use the Ter$@otential for the covalent bondings Si-Si, Si-H and H-H in the MD
simulation.

A.1 Explicit form of the Tersoff potential

Interaction energy between atoirend j is introduced as a sum of repulsive and attractive terms
Vij = fe(rig) [ fr(rij) + bij fa(rij)] (A1)

whererj; is the distance between atomand j. In Eq.(A.1), fr and fa represent the repulsive and
attractive interactions in the functional forms of Morse potential

fR(I’ij) = Aaﬂe_/l“ﬁrij S (A.2)
fa(rij)) = —Bggeti, (A.3)

and fc is a cutdf function which decrease smoothly to zero between two distaRgeandS,s

1, lij < Ry
fe(rij) = %{1+ cos%} , Rup <Tij < Sap (A.4)
0, Sy < Tij

where the subscripts andg represent the species of atoivend j, respectively.
In Eqg.(A.1),bij represents the three body interaction of a triplet of three atpmsandk which
are arranged as Fig.A.1. The functional fornmbgfis

1
blj = X(lﬂ (1 + 182(1( ir;n) 2ny , (A5)
Gj = ch(rik)g(Hijk), (A.6)
ka1

2 2

Ca c2
Bij = 1+|{—] - . A7
0(6i5) +( da) i T (A7)

wheregjk is the angle betweein andik bonds, and .z is defined as

xsisi = xun =10, (A.8)
Ysit = 0.78. (A.9)
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Figure A.1: The configuration of three atomg, andk.

Table A.1: The list of material parameters for the Téf potential.

Si H
A(eV) 18308x10° 867120
B(eV) 47118x10° 435310

R(A) 2.70 0.80
S (A) 3.00 1.00
A(AY 2.4799 3.7879
u (A1 1.7322 1.9800
8 1.1000x 106 4.0000

7.8734x 101 1.00
1.0039x 1P 0.00
1.6217x 10 1.00
-5.9825x 1001 1.00

oSO 0O S

The parameters in Egs.(A.2)-(A.4) are defined as

A = AL, (A.10)
Bwﬁ = v BaB,Ba (A.11)
R = VRRs, (A.12)
Ses = 5.5, (A.13)
/la-f-/lﬁ

g = =L (A.14)
Haop = /JOZ;':U,B’ (A15)

(A.16)

where the material paramete’s, B,, R., Sa, das tar Bar N Cor Joy @andh,, for silicon and hydrogen
atoms @ = Si,H) are listed in Table A.1.

A.2 Forces between interacting three atoms

The bond-order cdicientb;; is generally asymmetry abouandj, i.e. bj; # bj. However, Tersfi
assumed in his article thaf; andbj; can be replaced by

bij + bji
—2 .

Let us introduce the positions of atog, andk asr;, r;j, andry, respectively. The forces acted

by = (A.17)
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on the atoms, j, andk are

8VI] 8fc afR afA I'” ab*
i = = —|(f f - fc| — — fefa— A.l
' i ( R+ D A)a rij (8r.J b”ar” “I'rj — © Aar. (A.18)
OVij ofc (ofr ., Ofa rij oby;
=%~ (fr+ by, fA)(9 - (8r,, b,JarIJ fc Tj—f an_, (A.19)
k= o ¢ Aal’k '

respectively, where;; = ri —rj. In Egs.(A.18)-(A.20), the derivatives di&(ri;) and fa(rij) are

o fr(rij) .

- — _/l Ae_/laﬁrlj s
6rij ap

ofa(rij) )

7 = Be_llaﬂrlj ,
6rij Hap

respectively. The derivatives of the cittunction fc(rij) is

Mj < Rop
ofc(rij) i (-Ros)
orij T ) 2(Sep—Rup) sin-g —Rop Rog < Tij < Sap
0. Saﬂ < Tijj

From Eq.(A.17),

abi*j 1 (ol N obij;
al’i 2

- orj orj
where n
objj B bijBa "{ < aé,’ij
ar 2(l+,80 ija) ori -’

The derivatives ofj; are

’

a4y Z[ G )5fc(r|k)f|k fo(r )39(9uk)

ari ki, j

% Z fC( )69(9uk) .

6rj k#i, j
oLij -\ Ofc(ri) ric 39(9uk)
(9_I’|< = _g(guk) arik Fie fC( )

and we can find that

09(6ijk) B dg(Gijx) O cosbijk B 2C§(COS€ijk -hy,) dcosbij

ori  d(cosbi) ari [62 + (h, - costi)?]”
Because 2 2 2
Mij + ik = Mk
COSOijk = 20Tk
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(A.22)

(A.23)

(A.24)

(A.25)

(A.26)

(A.27)

(A.28)

(A.29)

(A.30)



Eq.(A.29) can be calculated by using the following derivatives

0 COSH;j CcoSBiik \ Tii COSH;; ;
ik _ (i _ 'Jk) ni (i _ 'l") Mk (A.31)
ori Fik fij Fij Fij lik Fik
0 COSH;j COSHiik Tii 1r
ik _ k2 = Tk (A.32)
orj fj  rij  Tij ik
0 COSH;j COSHiik I 1rj
ik _ ijk Tik L 70§ ] (A.33)
org ik Tk Tik Tij
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Appendix B

Brenner potential

The Brenner potential is also a bond-order potential used for the covalent bonding between two carbon
(C) atoms [126-129]. In this appendix, we follow Ref. [126] and explain how to use the Brenner
potential for the covalent bondings C-C in the MD simulation.
B.1 Explicit form of the Brenner potential
Interaction energy between atoirend j is introduced as a sum of repulsive and attractive terms

Vij = fe(rij) | frriy) + bij fa(rij)] - (B.1)

wherer;; is the distance between atomand j. In Eq.(B.1), fr and fa represent the repulsive and
attractive interactions in the functional forms of Morse potential

f(r) = ﬂ%le—ﬂ@w—@, (8.2)
fai) = e VRO, 8.3)

and fc is a cutdf function which decrease smoothly to zero between two distaReasl S

1 rij <R
fo(rip) = {3 {1+ cos("L)}, R<rj<S (B.4)
0. S< Fij

In Eq.(B.1),b;; represents the three body interaction of a triplet of three atpmsandk which
are also arranged as Fig.A.1. The functional fornpfs

-5
bij = [1+ Z fc(fik)9(9ijk)] , (B.5)
Kl j
c\2 c?
g(eijk) = aofl+ (a) - d?2 + a+ COSHijk)Z] ’ (B.G)

whereg;jk is the angle betweei andik bonds. The material parameters are listed in Table B.1, and
we also replacé;j andbj by
bij + bji

(B.7)
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B.2 Forces between interacting three atoms

Let us introduce the positions of atoms, andk asrj, rj, andry, respectively. The forces acted on
the atoms, j, andk are

Vij 6fc 6fR afA rij abj;
Fi=—— = —|(f 1 - f ——ff— B.
aV” afC afR afA r'] ab
= = |(f f ¥ f ——f f B.
=, (fr+ by, A)a” (6., b.Jar” °| 5 CAaJ (B.9)
A R (B.10)
k= (9I’k a ¢ Aal‘k '
respectively, where;; = ri —r. In Egs.(B.8)-(B.10), the derivatives &&(ri;) and fa(rij) are
ofr(rij
—;r(ij”) = —Bed VAT (B.11)
ofa(ri
—gr(__”) = Be VAo (B.12)
ij
where we introduce® = 1 +/28A/ (8 — 1). The derivatives of the cufbfunction fc(ri;) is
dte(rii) 0, rj <R
gr--” = zsR Sin ”(gj RR) » R<rij<S (B.13)
ij
0. S< I’ij
From Eq.(B.7), b
- 1 (b obii
B R it B
or;j (8I‘i * orj ) ’ (8'14)
where
dbij __ bijo 0 (B.15)
orj B 1+§ij ori '
In Eq.(B.15), we introducedj = Y. j fc(rik)g(6ij). The derivatives ofj; are
0dij ofc(rik) r ag(a ik)
a_I.J = Z[ (6hji) C( 'k) _'k fo(rik) —— } (B.16)
fi ket j Fik
9¢ij 39(9 k)
aTl{ = Z fC( |k) - (8'17)
J k#i, j
a¢ij (9fc(r|k) Tik 59(9uk)
— = —g(6i B.18
al’k g( Ijk) (9 i rik C( |k) ( )
and we can find that
09(6ijk) 3 dg(Gij) O cosbij 3 2&002(1+0059ijk) 0 cosbjk (B.19)

o d(cosijk) or; - [d2 +(1+ COSHijk)Z]Z orj ,

which can be calculated by using Eqgs.(A.31)-(A.33).
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Table B.1: The list of material parameters for the Brenner potential.

AEeV) 6325 g 1.29
re(A) 1315 5 0.80469
RA) 1.7 ao 0.011304
S(A) 20 c 19.0
AAY) 15 d 25
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Appendix C

Spin effect on the restitution codficient of
nanocluster

In this appendix, we derive the equation of motion Eq.(4.12) usdar-lessapproximation. We also
explain how to calculate the angular displacemeind derive Egs.(4.4), (4.5) and (4.13). Finally,
we discuss the spirfiect on the restitution cdicient of nanocluster.

C.1 Spin-lessapproximation

In the inertial frame, the angular momentum of the system is divided into two parts as

L

priz2(n X vig) + liws + lawz
= Lorbital + Lspin’ (C.l)

where we introduce the orbital parf™@ = ;r15(n x v1o) and the spin part SP" = 1w; + low; of

the angular momentum. In Eq.(C.L)andn are the reduced mass of cluster 1 and 2, and the normal
vector projected from the center of mass (CM) of cluster 1 to the CM of cluster 2, respectively.
andvj» are the distance between the CM of cluster 1 and the CM of cluster 2, and the translational
relative velocity, respectivelyl, andw, are the moment of inertia and the angular velocity of cluster

a. We assume that the rotation of cluster 1 and 2 occurs ixytptane. This means that the angular
momentum of the system only has theomponent. Thud, = (0,0, L,), L°™"@ = (0,0, L9™"!) and

LSPin = (0,0, LSP™). If we introduce the angular velocity ofas® = (0,0, 8), we can find that
[N x Vs, = r1o6 . (C.2)
Therefore, the orbital part &f becomes
Loretal - yr2 g . (C.3)

Before the collision, the cluster 1 moves to the cluster 2 with the incident velocit9) = (0, -V, 0),
the angular velocities); = w» = 0, and the incident angle. Thus, the angular momentum of the
system before the collision is

I_
Il

ur12[n(0) x v12(0)]
= —uVdsinye,, (C.4)

hereg, is the unit vector projected to ttzeaxis. From the conservation law of the angular momentum
of the system,
L, = —uVdsiny . (C.5)
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Therefore, from Egs.(C.1), (C.3) and (C.5), the angular velatitgcomes

oy~ Le- LsPin

g,
Vdsiny + LSP"

- K yz z_. (C.6)

Hro
In the non-inertial frame, the equation of motion is
d/
Ma\/n =Fn+F, (C.7)

whered’/dt represents the time derivative in the non-inertial frame,\gnd d’r1p/dt. The normal
forceF, acts between the CM of cluster 1 and the CM of cluster 2, and the inertial force for the normal
motionF, is given by

Fi = 2uviz - 1i(t) — uri2n(®)? . (C.8)
Becausén| = |Q x n| = # and
Viz- N = Vviz-[Qxn]
= Q-[nxvyy]
= rpf?, (C.9)
we find _ ' '
Fi = 2ur106? — urio6? = pri6 . (C.10)
Thus, Eqg. (C.7) becomes
d .
pd—t\/n = Fn + uri26? . (C.11)

If we neglectLsP" in Eq. (C.6), which we calspin-lessapproximation, the angular velocity afis

given by
- vd .
0= —Td siny . (C.12)
M2
Because the normal compression is defineghas d — r1o, i.e. d'v,/dt = —d’%&,/dt?, and we adopt
the model for dissipative particles, i.6, = F4 — Fg + Fp, EQ.(C.11) gives the equation of motion

of &y
d'2 uVad?
Hogén+ Fr—Fe+Fo+ (e sify =0, (C.13)

which is Eq.(4.12) in Chap.4.

C.2 Angular displacementa

Because oh = Q x n, we can find the time evolution of(t) = (ny, ny, n;) by solving the following
equations.

: - Vd .

Ny = —6Ony= Td sinyny , (C.14)
P

. - vd .

Ny = 6ny= —Td sinyny, (C.15)
Mo

n, = 0. (C.16)
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Here, the time evolution of1, = d — &, is found by solving Eq.(C.13). Therefore, the angular
displacement
cosa = n(0) - n(te) (C.17)

can be calculated and the results are displayed in Fig.4.3.

C.3 Derivations of Egs.(4.4), (4.5) and (4.13)

The inner products af(0), g(tc) andn(0) are

90)-n©O) = ~(0). (.18)
g(te) - n(0) = —én(te) (n(te) - n(0)) + d (n(te) - n(0)) (C.19)
The angular displacement at tirhis
cosa(t) = n(0)- n(t), (C.20)
and the time derivative af(t) is
—a(t) sina(t) = n(0) - () . (C.21)

Then, the restitution cdicient in the inertial frame is

. _ 9N
TONTONE
o _bnlle) g, dsinaatte). (C.22)
£(0) Z:(0)

where we omit the argument aft;) = a. Because,(tc)/én(0) is always negative arg(0) = V cosy,
Eq.(C.22) is rewritten as

&n(0) V cosy
which is Eq.(4.4) in Chap.4. In the same way,
. g(tc) - n(tc) f n(tc)
e=- = (= s C.24
9(0)-n(0)  [£n(0) (24
which is Eq.(4.5) in Chap.4. Becaus§) = —0 = Vdsiny/rfz,
a(te) = Vso'lny : (C.25)
From Egs. (C.23)-(C.25),
6 - Beosq— dsina Vsiny
a Vcosy d
= @&cosa —tanysina, (C.26)

which is EQ.(4.13) in Chap.4.
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Figure C.1: The results of the restitution édeent € under thespin-lessapproximation (red solid
lines) and the results @ With L>”" which is measured in the MD simulation (green broken lines).

Upper and lower panels refer to the model A and B, respectively.

C.4 Spin dfect on the restitution codficient

If we use thespin-lessapproximation, the dissipative constants are 0.650 vm/e and 162 fs for
models A and B, respectively. Figure C.1 displays the results of the restitutidiicee® € under

the spin-lessapproximation and the results efwith L;”" which is measured in the MD simulation.
Upper and lower panels refer to the model A and B, respectively. When the MD simulation result
of L;P"is introduced gfor the model A is almost same with the resultsglin-lessapproximation.
However,€for the model B becomes larger than the casspmih-lessapproximation. In this case,

the result ofe’can be fitted with larger dissipative constagpin = 1.68fs. Therefore, if we use the
spin-lessapproximation, theféect of spin of nanocluster is absorbed into the dissipative constant.
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Appendix D

Elastic modulus and surface tension of a
nanocluster

D.1 Elastic modulus

If an elastic body is deformed, the variation of free energy per unit volume is represented as

K 1.\
AF = Euﬁ + A(uik - ééiku”) , (D.1)
whereuy, K and are the strain tensor, the compressibility and the shear rate, respectively. In this
section, we explain how to measure Young’s modusnd the Poisson ratioof nanocluster, which

are related t& andAa by

91K

Y = ——— D.2
3K+’ (0-2)
13K -21

Y= 3K (-3)

respectively.

D.1.1 Isotropic compression

To measure the compressibili§y of nanocluster, we consider isotropic compression. At first, we put
the center of mass of nanocluster onto the origin. If we give the displacemeny.,U,) = (ax ay, a2

to each atom in nanocluster with the deformation eatthe components of the strain tensor are given
by

ou,

Uxx = ax =a, (D4)
by = W _g4 (D.5)
Yy — ay - ’ .
ouy
= —_— D.
Uzz 9z a, ( 6)
andui = 0 (i # k), respectively. In this case,
2
1 2
(Uik - ééikun) =0, (D.8)
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where we usé; = 3. Therefore, from Eg. (D.1), the compressibiliyof nanocluster is given by

« _ 2F

= o7 - (D.9)

If we assume the deformation of nanocluster is taken place adiabatically, the variation of free
energy equals the variation of internal energfg, which is the change of the potential energy of
nanocluster. In Chap.4, we measwE in another MD simulation and fine of nanocluster from
K = 2AE/9a2.

Shearing deformation

To measure the shear ratef nanocluster, we consider shear deformation. We also put the center of
mass of nanocluster onto the origin and give the displacenagni( u,) = (ay, 0, 0) to each atom in
nanocluster with the deformation rade In this case, the components of strain tenggranduyy are

given by

1({duy 0w\ a
== 3 (5 + )= 3 (010
and other components are zero. Thus,
uﬁ = 0, (D.11)
1 2 a?
(Uik - §5ikuu) = 5 (D.12)
Therefore, from Eg.(D.1), the shear ratef nanocluster is given by
2AF

In Chap.4, we also assume the deformation is adiabatic. Then, we medSimeanother MD
simulation and findi of nanocluster froml = 2AE/a2.

In the same way, we also give the displacemeunfs, u,) = (az0,0), (ux, Uy, U;) = (0,az0),
(ux, Uy, Uz) = (0,ax, 0), (uy, Uy, uz) = (0,0,ax) and (i, uy, u;) = (0, 0, ay) to nanocluster, and measure
Afrom A = 2AE/a?. Finally, we determine as the averaged value of these six measurements.

D.2 Surface tension

D.2.1 Model of interacting two spheres

The surface tensiosr is defined as
E(leq)
o=—-",
2
whereE andlgq are the interaction energy and the equilibrium distance between two nanoclusters,
respectively. The interaction energy is represented by

(D.14)

E=p{fdn dr 212, (D.15)
V1 Vo

whereV, (a = 1, 2) is the volume of nanoclustes, and¢» is the interatomic two body potential. In
Eqg.(D.15), we assume the number density of atoms in nanocjui@onstant.
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Figure D.1: The red solid, the green broken, and the blue broken lines are respectively the interaction
energyE, the repulsive energFep, and the attractive enerdya as the functions of the distante
Here, the radius of the interacting two nanocluster.235 ;.

In the case oModel Ain Chap.4, the interatomic potentigd, is the modified LJ potential with
the cohesive paramet€r= 0.2. The repulsive and attractive partsgab(r) = ¢rep(r) + dan(r) are

o 1112
Preplr) = 46(%) , (D.16)
Pan(r) = —46C($)6, (D.17)

respectively. Thus, the interaction enefgy= Erep + Ear is represented by

1
Erep 4p%eois fv dry | dro, (D.18)
1

Va2

1
Ea ~4p?e0?,C | dry | drp=. (D.19)
Vi

Vs ré

If we assume the interacting two nanoclusters are spheres witlRiaaliidR,, Egs.(D.18) and (D.19)
can be integrated by the method of Ref. [173], and we find

£ ﬂzeagC D+R; ; r+9R; _r- 9R, (D.20)
rep 540D Jp_g, (r+R)? (r—-Ry)? '
212p%e08 .C 2 _ 2
Eatt _ P LJd [ . 2R1R2 . + . 2R1R2 . +In D2 (R]_ + R2)2 ’ (D.21)
3 D?-(Ri+R)* D?*-(Ri—-R) D? - (R - Ro)

whereD = R;+Ry+1 andl is the distance between two surfaces of nanocluster (see Fig.D.1). Although
Eq.(D.20) can be integrated analytically, the result is too complicated to write this appendix. In our
MD simulation, the radius of nanocluster®s = R, = 5.230 3.

Figure D.1 shows the results of the interaction endfgyhe repulsive energip and the at-
tractive energyEy as the functions of the distanterespectively. From this result, the equilibrium
distance ideq = 2.10; and the surface tensienis estimated as

o Eled

~ 0.5428%/0?; . (D.22)
Because Eq.(D.15) is represented by the two body interatomic poteatialve can not use

Eqg.(D.15) in the case of H-passivated Si nanoclustelsdel Bin Chap.4) where we use the Ter-
sdf potential with the three body interaction terms.
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D.2.2 Model of compressed two spheres

If we follow the JKR theory [81], the surface tensionis defined as

_ E@n)
o= Pl (D.23)

whereE(&,), &n anda are the interaction energy, the normal compression and the contact radius of
colliding two nanoclusters, respectively.Dp/R < 1, whereDg = 2 - 285 ; andRis the radius of
nanocluster, Eq.(D.23) can be reduced to

A
o=—1_ (D.24)
247ng
whereAy is the Hamaker constant.
In the case oModel Ain Chap.4, we can find
Ay = 4n°Cpea? (D.25)

and calculate the surface tensigranalytically. However, in the case dModel Bin Chap.4, we can
not calculateAy analytically. Therefore, we measue€s,) anda by another MD simulation and find
o of H-passivated Si nanocluster from Eq.(D.23).
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