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Abstract

A structure of families of Laurent series solutions of a quasi-homogeneous vector
field is studied, where a given vector field is assumed to have a commutable vector
field. For an m dimensional vector field, a family of Laurent series solutions is called
principle if it includes m arbitrary parameters, and called non-principle if the number
is smaller than m. Starting from a principle Laurent series solutions, a systematic
method to obtain a non-principle Laurent series solutions is given. In particular,
from the Kovalevskaya exponents of the principle Laurent series solutions, which is
one of the invariants of quasi-homogeneous vector fields, the Kovalevskaya exponents
of the non-principle Laurent series solutions are obtained by using the commutable
vector field.

1 Introduction

A differential equation defined on a complex region is said to have the Painlevé
property if any movable singularity (a singularity of a solution which depends on an
initial condition) of any solution is a pole. Among them, an important class is the
equations that all solutions are meromorphic.

Painlevé and his group classified second order ODEs having the Painlevé property
and found new six differential equations called the Painlevé equations Py, - - -, Py1.
Nowadays, it is known that they are written in Hamiltonian forms

g 0H, dp  9H,

(J)dz_ ap? dZ_ aq, J::[,"',VI.

Among six Painlevé equations, the Hamiltonian functions of the first, second and
fourth Painlevé equations are polynomials in both of the independent variable z and
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the dependent variables (¢, p). They are given by

1
Hi(q,p) = 5192 —2¢° — zq, (1.1)
1 1 1
Hyu(g,p) = 51?2 — §q4 — §zq2 — agq,
Hr(q,p) = —pg*+p°q—2pgz — ap + Bq,

respectively, where a, 5 € C are arbitrary parameters. Since they satisfy Painlevé
property and the right hand sides are polynomials, any solutions are meromorphic.

In general, a polynomial H(xy,--- ,x,,) is called a quasi-homogeneous polyno-
mial if there are a tuple of positive integers (ay,- - ,an), called the weight, and h,
called the weighted degree, such that

H\%wy, - A"xy,) = N"H (2, -+ 2,) (1.2)

for any A € C. The above Hamiltonians Hy, Hy;, Hyv are quasi-homogeneous with
respect to the weights given in Table 1, if we ignore terms including parameters «, 3.
In Chiba [6], possible weights arising from Hamiltonian systems are classified from
a view point of singularity theory and it is shown that they are related to Painlevé
equations.

[ T deg(q,p, 2) [ deg(H) [ 5]
Py | (2,3,4) 6 |6
P || (L,2,2) 1 |4
Prv || (L1,1) 3 |3

Table 1: deg(H) denotes the weighted degree of the Hamiltonian function with
respect to the weight deg(q,p, z). k denotes the Kovalevskaya exponent defined in
Section 2.

For a general vector field F'(zq, - ,2), F = (f1,-, fm) on C™, its weight
(ay,--+ ,a,) is defined in a similar manner as

fi(Aalxl, L. ’)\amxm) — )\ai—’ﬁfi(wly R ’xm)’ 1=1,---.m, Y€ N, (13)

if it exists. Once a weight is given with v = 1, to construct a Laurent series solution
of the equation dx;/dz = f; is straightforward. It is expressed in the form

Iz(Z) = Ci(Z — 050>—tli 4 Z d@j(Z . ao)—ai—&-j,

J=1

where coefficients ¢; and d; ; are determined by substituting this expression into the
equation. Important features are that a position of a pole oy can take arbitrary
number depending on an initial condition, that is called the movable singularity,
and that the order a; of the pole is the same as the weight of z;.
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From Laurent series solutions, we define the Kovalevskaya exponents as follows:
As an example, we consider the first Painlevé equation (1.1). Written in the second
order equation, it is expressed as ¢ = 6¢® + z. Its Laurent series solution is given

by

q(z) = (z —ag) % — %(z —)? — é(z —p)® + a1z —ap)t + O((z — )?), (1.4)
where o is an arbitrary parameter called a free parameter. Counting from the lowest
order —2, «ay is included in the 6th place and this 6 is called the Kovalevskaya
exponent. In general, for a Laurent series solution z;(z) of a quasi-homogeneous
system, if an arbitrary parameter is included in the coefficient of (z — ag)~%17, j is
called the Kovalevskaya exponent.

As an another example, let us consider the autonomous limit of the fourth order
first Painlevé equation. It is a four dimensional system defined by the following
Hamiltonian

Hi(q1,p1,G2,P2) = 2p1p2 + 3p3q1 + Gf — 4iq2 — d3. (1.5)

The weight is given by deg(q1, p1, g2, p2) = (2,5,4,3). The Hamiltonian vector field
has two types of families of Laurent series solutions. The one is starting from
q1(z) = (2 —ap) ™2+ -+, and it includes three arbitrary parameters at 2nd, 5th, 8th
coefficients. Thus the Kovalevskaya exponents are 2,5, 8. The other family starting
from ¢q;(z) = 3(z — ap) ™2 + - - - includes only two arbitrary parameters at 8th and
10th coefficients. Thus the Kovalevskaya exponents are 8 and 10.

In general, for a given m-dimensional vector field F', if any solution is meromor-
phic, a general solution should include m arbitrary parameters determined by an
initial condition. In the above example, they are the pole ag and three parame-
ters in coefficients. Such a family of Laurent series solutions is called the principle
Laurent series that constructs an m dimensional manifold M,,. A boundary of the
manifold, if it exists, may be an m — 1 dimensional manifold M,,_;. It is occupied
by a different family of Laurent series solutions, that includes only m — 1 arbitrary
parameters. Such a family is called non-principle or lower. The latter family in the
above example is this case.

Then, a natural question arises: can we construct a lower Laurent series solutions
from the principle one? The purpose in this article is to consider this problem and
give a systematic way to obtain the lower one from the principle one.

For this purpose, we assume that for a given quasi-homogeneous vector field F,
there exists a quasi-homogeneous vector field G that commutes with F. Let us
take an initial point on M,, and consider the solution z(z) of dz/dz = F. Then,
x(z) € M, for any z € C. However, if we change the “route” in the sense that x(z)
is governed by the flow of G from some point, a solution may reach at M,, ; along
the orbit of G and a principle Laurent series solutions degenerates to a lower one.
Indeed, for the above example, there is another Hamiltonian Hs that commutes with
H, in Poisson bracket, see Example 4.13 for H,. Based on this idea, we will obtain
a lower Laurent series solutions from the principle one.



For the list of weights, types of Laurent series solutions and their Kovalevskaya
exponents of four dimensional polynomial Painlevé equations, the reader can refer
o [6]. The method developed in this article is applicable to all of them.

2 Settings and the Kovalevskaya exponents

Let F'= (f1, -+, fm) and G = (g1, - - , gm) be quasi-homogeneous polynomial vector
fields on C™. We consider the following partial differential equations
= fi(x), =qg(x), i=1,--.,m, 21
o f) gt=ale), i=lom 21
where x = (21, ,x,) € C™ and z1, 25 € C. We suppose the following.

(A1) F and G are quasi-homogeneous: there exists a tuple of positive integers
(ay,--- ,am) € N™ and v € N such that

i ANy )T 7)‘amxm - >\ai+1 i\T1, " Tm
fi( 1 ) i1 ) (2.2)
gi()‘alxlu T )\amwm) = )\aiJrfygi(xl? e ,l’m),

for any A € C. We call 7 the degree of G with respect to the weight (a1, -+, an).
The degree of F'is assumed to be 1.

(A2) F and G commute with each other with respect to the Lie bracket: [F, G| =
0. This is equivalent to

091, of; ,
Z(f] ag —gj(x)a—i(x))zo, i=1,--,m. (2.3)

(A3) F(z) =0 only when x = 0.

In this section, we consider only the flow of F' and z; is denoted by z for simplicity.
Let us consider the formal series solution of dz;/dz = f;(x) of the form

xi(2) = ci(z — o) % + Z di j(z — a) 01, (2.4)

j=1
where ¢; € N, ag is a possible singularity and ¢;,d; ; € C are coefficients.

Theorem 2.1([3], Thm.2.9). Under the assumptions (Al) and (A3), any
formal Laurent series solution (2.4) is a convergent Laurent series solution of the
form

i(2) =ci(z — o) Y + Zdi,j(z —ag) ", (er, e em) £ (0,-4-,0),  (25)

j=1

where the exponents (aq,--- ,a,,) are the weight of F'.
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This theorem means that there are no Laurent series solutions whose orders of
poles are larger than (ay,---,a,). Further, we can show that if (¢1, - ,¢,) =
(0,---,0), then d;; = 0 for j = 1,--- ,a;, — 1. This means that (2.5) is a local
holomorphic solution. To prove it, the assumption (A3) is essentially used, while
for the convergence of the series, (Al) is enough. By substituting (2.5) into the
equation dr;/dz = f;(x) and comparing the coefficients of (z — ap)’ in both sides, it
turns out that ¢; and d;; are given as follows.

Definition 2.2. A root ¢ = (¢1,-++ ,¢,) € C™, ¢ # (0,---,0) of the equation
_aici:fi(cla"' 7Cm)7 2217 , M (26)

is called the indicial locus. For a fixed indicial locus ¢, d; = (dij, -+ ,dm,;) is
iteratively determined as a solution of the equation 2

(K(c) —j-I)d; = ( polynomial of ¢ and dj, for k =1,--- ,5 —1), (2.7)

where [ is the identity matrix and K(c) is defined by

f; m
K(c) = { J (c1,+ ,cm) + @i(Si,j} ; (2.8)
alll'j —
17]
that is called the Kovalevskaya matrix (K-matrix). Its eigenvalues kg, k1, , Km—1

are called the Kovalevskaya exponents (K-exponents) associated with c.
The following results are well known, see [1, 10].

Proposition 2.3.
(i) —1 is always a Kovalevskaya exponent. One of its eigenvectors is given by
(arc1, -+, amCy). In what follows, we set kg = —1.

(ii) k = 0 is a Kovalevskaya exponent associated with ¢ if and only if ¢ is not an
isolated root of the equation (2.6).

From (2.7), it follows that if a positive integer j is not an eigenvalue of K(c),
d; is uniquely determined. If a positive integer j is an eigenvalue of K(c) and (2.7)
has a solution d;, then d; + v is also a solution for any eigenvectors v. This implies
that the Laurent series solution (2.5) includes an arbitrary parameter (called a free
parameter) in d; = (dy;, - ,dn;). Therefore, if (2.5) represents a k-parameter
family of Laurent series solutions which includes k£ — 1 free parameters other than
ap, at least k — 1 Kovalevskaya exponents have to be nonnegative integers and we
need k£ — 1 independent eigenvectors associated with them. Hence, the classical
Painlevé test [10] for the necessary condition for the Painlevé property is stated as
follows;

Classical Painlevé test. If the system (2.1) satisfying (A1) and (A3) has a m-
parameter family of Laurent series solutions of the form (2.5), there exists an indicial

2Tn this article, a column vector is often written as a row vector.



locus ¢ = (¢1,- -+, ¢y) such that all Kovalevskaya exponents except for kg = —1 are
nonnegative integers, and the Kovalevskaya matrix is semisimple.

In Chiba [3], the necessary and sufficient condition for the system (2.1) to have an
m-parameter family of Laurent series solutions is given, that is called the extended
Painlevé test. The gap of them is that even if the necessary condition for the classical
Painlevé test is satisfied, (2.7) may not have a solution d;. In this case, the series
solution (2.5) is modified as a combination of powers of (z — ag) and log(z — ay).

Definition 2.4. An indicial locus ¢ = (¢, ,¢p) is called principle if the
associated Laurent series solution (2.5) exists and includes m free parameters. If
the number of free parameters is smaller than m, the locus is called a lower indicial
locus.

In the rest of this article, we assume that there exists an isolated principle indicial
locus ¢ of the vector field F; that is, its all K-exponents are positive integers other
than ko = —1 and the series solution (2.5) includes m free parameters (one of which
is o). In this case, for each ; (j # 0), we can take d;,, as a free parameter for
some 7. We denote it as d; ., = «;. Then, all coefficients d; ; of (2.5) are polynomials
of ay, -+, a,,—1 and the solution is expressed as

xz(Z) = cl-(z — ao)*ai + Z di,j (2 _ OCO)—aiJrj

Jj=1
= 33'1(2’, Qp, Oyt aamfl)'
The initial value of x;(z; ap, a1, -+, 1) is denoted by

xi(O; O, Oy - - 705m71) = (I)i<0407051; T 705m71) = ‘I%'(A),
D(A) = (P1(A), -+, Pm(A4)), A= (oo, 1, A1),

which is well-defined for small |ay| # 0 and ®(A) is a locally biholomorphic map
into C™. In what follows, d, ; is denoted by d; j(A) as a polynomial of ag, - -+ , @1,
though it does not depend on «q by the construction.

Proposition 2.5. Put
A A= (M rag, Ny, - A, ).
Functions d; ; and ®; are quasi-homogeneous satisfying
dij(N - A) = Nd; j(A), ®;(N-A)=\"®;(4), NeC. (2.9)
Proof. Put 2= A"'z and 7; = A\%x;. Then, Z(2) satisfies the same equation as
x(z) because of (Al). Let

xi=ci(z — ) Y + Z d; i (A)(z — o) ™4 (2.10)
j=1
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be a Laurent series solution with free parameters ag, - - , a,,—1. Then

D;(A) = ¢;(—ap) ™% + Z d; j(A)(—ap) ™%, (2.11)

(I),L(/\ . A) = \% <Ci(—040)ai + i /\7jdi’j()\ . A)(-Oéo)aiJrj) . (212)

J=1

Similarly, consider the Laurent series solution of , whose locus c is the same as that
of (2.11):

T = ¢(Z— ) “Z+Zd” )Z— o) %Y, A= (dg,+,0m1).  (2.13)

Since z(z) and z(2) satisfy the same equation, d;; in (2.10) and (2.13) are the
common function of A, though we can choose different values of free parameters. If
we put &g = A layg, (2.13) is rewritten as

N = A" (2 — ap) ™" + Z di (AN (2 — ) =%
= B;(A) = ¢;(—ag) % + Z di (AN (=) 4, (2.14)

It follows from (2.11) and (2.14) that d; j(A) = A~9d; ;(A). When &; is one of the K-
exponents, d;.;(A) = a; for some i by the definition. Hence, we have a; = A" q;.
This shows A = X\- A and d; j(A) = A\77d; ;(\- A). Therefore, (2.11) and (2.12) prove
the desired result. U

Corollary 2.6. d; j(A) # 0 only when there exists a tuple of integers (ny, - -+, p_1) #
(0,---,0) such that n1ky + -+ + Np_16m-_1 = J-

Proof. Assume that a monomial of'ah? - --- - ;3" is included in d;;(A).

Substituting it into (2.9) proves the desired result. O

For a quasi-homogeneous vector field dz/dz = F(z) satisfying (Al), let = =
oY1,y Ym)s @ = (@1, ,m) be a (locally) holomorphic coordinate transforma-
tion satisfying

(pl()\qul’ P 7>\q7ﬂym) frnd Aal@z(yl) “ e 7ym)’ /L — ]_7 “ e ’m7

where (g1, ,qm) € Z™ is an arbitrary tuple of integers and (ay,--- ,a,,) is the
same as in (Al). Remark that (2.9) is just in this case. By the transformation,
dx/dz = F(z) is transformed into the system

Z_Z = (Do) ' F(e(y)) == Fly),



where D¢ is the Jacobi matrix.

Theorem 2.7 ([3], Thm.2.5).

F(y) is quasi-homogeneous with respect to the weight (q1,- - , ¢, ) whose degree
is the same as that of F. If ¢ is an indicial locus of F, ¢ = ¢~!(c) is an indicial locus

of F. The K-exponents of F at ¢ are the same as those of F at c.

Example 2.8. Consider the 2-dim system

dx_ dy_ 9
RS dz_6x'

This satisfies the assumptions (Al) and (A3) with the weight (a1,a2) = (2,3).
The indicial locus is uniquely given by (c1, ) = (1, —2). Thus, the Laurent series
solution starts from (z,y) = (T2, —2T773), T = z—ap. The K-exponent associated
with the locus is k1 = 6. Hence, a free parameter appears in d; g and/or dy¢. Indeed,
we can verify that dy¢ = 4d; ¢ and a solution is given by

T\ 0 -3 1 -2 0 3 d1,6 4
(?J>_(_2)T +(0>T +(4d176)T " 0 g
0 9 d%,6/13 10
+ (1Odi6/13> T + ( 0 T + ) (2.15)

In this case, we put oy := dy 6. All other coefficients are polynomials of oy and we
can confirm Prop. 2.5.

3 Properties of the vector field GG

To consider the vector field G = (g1, -+ ,9m), we prepare several formulae and
notations. The derivative of (A1) at A = 1 yields

Do @) = (@ DA, Vgt = e G

Putting x = ¢ to the latter one, we obtain

-3 HOZE = (o oo 52

The derivative of (A1) by x; gives

of; Afi

ax (anl’ . /\amxm) — )\al-i-l a; ~Jv a (l'l, ,$m),

J L 3.3
891 ()\al Lo, Aamxm) — )\ai+’7—a]~ ag’b ([L'17 . ,xm> ( )
820] 8xj



As before, we assume that ¢ is a principle locus so that there is a Laurent series
solution

zi(z) = (z —ap) ™ (cl + Z d; x(A)(z — ap) ) =:(z —ap) “yi(2) (3.4)
including m free parameters A = (g, -, Qy,_1). Substituting this solution into
gi(x) gives

9i(x(2)) = (2 = a0) ™" gi(y1, -+ Ym)
= (2 —ap) "7 Z gix(A)(z — ap)F, (3.5)

where g; 1 (A) is the coefficient of the Taylor expansion of g;(y1, -+ , Ym) in 2—agy. We
denote Gi(A) = (g1.£(A4), - , gmi(A)). In particular g; o = ¢;(c) and Gy = G(c).

Proposition 3.1. For a given indicial locus ¢, the identity (K(c) +v)G(c) =0
holds. In particular, if —v is not a K-exponent, then G(c) = 0 (here, we need not
assume that c is principle).

Proof. (A2) and (3.2) provide

u dg: of; "0 f,
=3 (50520 - 0(0520) = = 3 S0 - (a4 9)ao),
which proves the proposition. O

Corollary 3.2. If G(c¢) # 0, then —v is a K-exponent. In particular, when
v # 1, there exists a lower indicial locus.

Corollary 3.3. Suppose c is a principle indicial locus.
(i) If v > 2, G(c) = 0.

(ii) If vy =1, G(¢) = k(aicy, - - -, amey,) for some k € C.

Proof. (i) By the assumption, there are no negative K-exponents other than
ko = —1. (ii)) When v = 1, G(¢) = 0 or G(c) is an eigenvector of Ky = —1. Since
ko = —1 is a simple eigenvalue by the assumption, the statement (ii) follows from
Prop.2.3. U

More generally, the next theorem holds.
Theorem 3.4. Let ¢ be a principle indicial locus.
The equality (K (c) +v — k)Gr(A) = 0 holds for k =0,1,--- ;v — 1.

Corollary 3.5. Wheny >2, Gy =G, =--- = G,_2 = 0and G,_; is of the form
Gy_1=h(A) (a1, -, apCm), where h(A) is a certain polynomial of ay, -+, 1.

Proof. The case v =1 (i.e. k =0 in the theorem) had been proved in Prop.3.1.
Thus we consider v > 2.



Since z(z) in (3.4) is a solution of dz/dz = f(x),

fi(z(2) = —a;e;(z — @)™ " — Z(aj — k)d; (2 — ap) "R
k=1
_(Z —_ O{O)_la/jxj(z) + Z kdj,k‘(z _ ao)—aj‘f'k;—l‘
k=1

Eq.(3.3) shows

8f1 aj—a;—1 afl agl _ ajfaifw%
5 () = (= a0 T R ), () = (2~ a0 g ),

where y = (Y1, ,Ym) is defined in (3.4). Substituting them into (A2) with (3.1)
and (3.5), we have

0= Z ((2 — ) a11§fz (y) - (z —ag)™™77 ZQJ K(A)(z — Oéo)k>

J=1
m 9 ) i o
+ Z az,(l’(z)) (ajxj(z)(z — )t — dej,k(z — )"tk 1>
j=1 7 k=1
m 9 Z
:Z(Z_Oéo) a;—y—1 f Zg]k Z—ozo)k
J=1
+ ((li + ’Y) (Z - 050)_(”_7_1 Zgi,k(A) (Z — ao)k
k=0
_i('z_a )a]‘—ai— 89@ de .y ) "
~ ’ (‘9% ik
Jj=1 k=1

Multiplied by (z — ag)% ™+, this is rewritten as

Stz 3 (G200 + (a5 )8 ) ) ZS;Z D) D kdyalz = a0)* =0

k=0 7j=1

(3.6)
To estimate the last term, we use induction. Recall that we consider v > 2. Assume
that (K(c) 4+~ — k)Gr(A) =0 holds for £ =0,1,--- ,n— 1, where n <~ — 1. Then
Gy =Gy =+ = Gp,_1 =0 holds because —v, —y+1,--+ ,—y+n —1(< —2) are
not K-exponents. Hence, (3.6) gives

3fz 392 =
Z Z—ao kZ(axj GJ+’Y) lj) gjk Zaxj )dejvk(,z_a())k:o
k=n 7=1

(the first summation starts from k£ = n). Divide by (z — ap)™ and consider the limit
Z — Q-
m

5 (520 + @400 ) ) i 30 220 Y ki 222 <0, (317)
Ox; z—rao d

=t AT i =R
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By the definition of g; x(A), we have
9i(Y1, -+ Ym) = Zgzk(A)(Z — ) = Zgzk(A)(z —ap)”,
k=0 k=n

Yy =c¢j+ Z d;n(z — ap).

k=1

The derivation of both sides by z yields

U dejk 2 — ap)” Zkgzk )z — )t

m

o
i

Z— O
ylu e 7ym) Z kdj’kW = ngw(A) + O(Z — Oé()).
=1

As z — ay,
99: 0)"*
Zligylo Z yl> oy Ym Z kd] k - ngz,n(A)

This and (3.7) gives

S 3fz

Z (33: + (@ +7— ”)5@]‘) gjn(A) = 0. (3.8)

j=1 J
This proves that (K(c) + v — k)Gr(A) = 0 holds for £ = n. The induction step
continues up to k =~ — 1. O

Even when the degree v of a given quasi-homogeneous equation is larger than
1, the K-exponents are defined in a similar manner as follows. Let us consider
dx;/dze = g;(x) given in (A1) having the degree . We consider the Puiseux series
solution of the form

2i(20) = pi(z2 — Bo) /7 + Z Gig(22 — Bo) TR i =1, m, (3.9)
=1

where (3 is a singularity and p;, ¢; are constants to be determined. Substituting it
into the equation, it turns out that an indicial locus p = (py, -, pm) is given as a
root the equation

a; .
_7]91:91(}717 7pm)7 2217"' , M. (310)
For a given p, ¢; = (q1,, -+ @m,;) 1S iteratively determined as a solution of
(K, (p) — 1. I)q; = (polynomial of p and ¢, for k=1,---,j — 1), (3.11)
g
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where the K-matrix K, (p) is defined by

K0 = { 220+ 2o} (3.12)

ij=1

The eigenvalues pg, p1, - - - , pm—1 are called the K-exponents. If j/v is a K-exponent,
¢; includes a free parameter. As in Prop.2.3, pp = —1 is always a K-exponent with
the eigenvector (aipi, - - , mpPm). When py, -+, pn_1 € N/v, pis called a principle
indicial locus.

4 Flow of the free parameters

Let ¢f and ¢S be the flow of F and G, respectively; ¢f maps 2(0) to z(z;) along the
orbit of vector field F, and similarly for ¢ . To obtain a solution of the system (2.1)
as a function of z; and z, for a solution z(z1; A) = ¢f 0 ®(A) of dz/dz = F(z), we
assume that A = A(zy) is a function of z;. Let us substitute this x into the second
equation 0x/0zy = G(x).

(left hand side) = %(@(A))s—i(fl) = a@Lfl(@(A)) mz_ 8—(1)(14)@

It is known that (A2) is equivalent to the identity ¢! 0% = %o, The derivative
of it at s = 0 gives

P ()G = Gl (@),
Hence,
(right hand side) = G(z(21; A)) = G(gL, 0 ®(A)) = %(@(A))G(CD(A)).

This proves

S W —cew) = 2= (5W) cew). @y

that gives the flow of A(z).

Proposition 4.1. The right hand side of (4.1) is
(i) independent of oy and polynomial in ay, -+, a1,
(ii) quasi-homogeneous of degree v with respect to the weight (kg, -« , Km—1)-
di,j(Zl—

Proof. (i) Denote ¢; = d; o for simplicity to express (2.5) as z;(z1) = Y72,
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o)~ %T7. By substituting it to dz;/0z9 = g;(z), we obtain

> dO{o > ddl j

(left hand side) = ;(ai — J)d; (21 — ao)—aiﬂ'—ld_ZQ + jz: dz; (21 — ag)™%H,
(right hand side) = (27 — ao)_“i_Vgi(Z dy (21 — o), - - ’Z (21 — o)),
Jj=0 j=0

= (21 —ap)” ™" Z gij(A)(ar, - am) - (21 — ag),
=0

where g; j(A) is a j-th coefficient of the Taylor expansion of g;(>~°% d1 j(z1—ag)’, - - )
in 21—y, that was introduced in Sec.3. This is a polynomial of aq, - - - | a1 because
so is d; ;. Comparing the coefficients of (21 — o) ~*~! in both sides, we obtain

dOéo
aiCid_Zg = gm_l(al, e ,Ozm_l). (42)

Similarly, coefficients of (z; — ap)~ % provide

dogy  doy
(CLZ‘— 1_ﬁl)di’1+nld_z2+d_22 :gi,nl+’y(a17"' ,Oém—l)y | = 17 .M — ]_’ (43)

where i is chosen so that a; = d;.,. Eq.(4.2) shows that doyg/dz, is independent of
ap. Thus, (4.3) proves that do;/dzs is also independent of ¢ and is polynomial in
Qi Qo forl=1,--- m—1.

(ii) Eq.(4.2) and (4.3) provide another expression of (4.1) as

dayg _ Jiy—1 (A)

=: go(A),
dZQ a;C; 90( ) (4 4)
dO[l gi; *1(A) ~ '
&2y = G (A) = (@ = L= R (=22 = u(A).

Remark that g; ,—1(A)/a;c; is independent of i and well-defined even when ¢; = 0
because of Corollary 3.2 and 3.4 (go(A) here is h(A) there). As above, we put

gi(Y_dij(A) (21— o), D din(A) (2 — o) =D gii(A) - (21 — o)

=0 =0 =0

Since Md; ;(A) = d; ;(A- A) by Prop.2.5, the left hand side above is invariant by A

ANA, ag — A lagand z; — A1z (recall that A = (A tag, Ay, -+, APm=tay,1)).
Thus, we obtain g; ;(A - A) = Mg; ;(A) from the right hand side. This proves

gl(/\ﬁlala T AKm*l@m—l) = )\m+7§l<0417 U aam—l) (45)

for{=0,1,--- ,m— 1. Il
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Now we investigate the system (4.1) or equivalently (4.4);

dayg A
dA (92, N\~ T Gol4)
= <8—A(A)> G@(4) & { 9= (4.6)
22 =g(4), i=1,--- m-1
dZQ
satisfying (4.5). The next lemma immediately follows from (4.5).
Lemma 4.2. A monomial oj*ah?---a,"7" can be included in g;(A) only when a
tuple of nonnegative integers (nq, -+ ,n,,_1) satisfies ki1 +- -+ Km_1Mm_1 = K1 +7.
From the lemma, it turns out that §;(A) for Il = 1,--- ,m — 1 does not include a

constant term when c is an isolated principle indicial locus (i.e. x; > 0). Applying
the lemma to [ = 0 gives kiny + -+ + K11 = v — 1. When v =1, gy is a
constant function. When v > 2, gy does not include a constant term. For example
when v = 2, there exists a K-exponent x = 1. More generally, there exists a
K-exponent smaller than v if gg is not identically zero.

Let &€ = (&0, ,&m—1) be an indicial locus of (4.6) and pg = —1, p1, -+, Pm-1
its K-exponents.

Lemma 4.3. Besides pg = —1, (4.6) has another negative exponent p; = —1/7.

Proof. The proof is based on the fact that the right hand side of (4.6) is
independent of ag. The K-matrix of (4.6) defined by (3.12) is given as

0[83o/0r -+ Dgo/Ocim ~1/7 | 0
K,(€) = 91" + W/
v - L .
! {804]- } =1 0
I ’fm—l/V
(4.7)

Hence, its eigenvalues are —1/v and K-exponents of the subsystem da;/dzy =
gi(A), i = 1,--- ,m — 1. Since the subsystem has a K-exponent —1, the proof
is completed. O

Remark 4.4. The first expression of (4.6) implies that it is obtained from
dx/dze = G(x) by the coordinate transformation =z = ®(A). For the system
dr/dzy = G(x), let p = (p1,-* ,pm) be an indicial locus. Then, £ = & (p) is
an indicial locus of (4.6) as long as ¢ is in the domain on which ® is a diffeomor-
phism. In this case, the K-exponents of (4.6) at ®~!(p) coincide with those of G at
p due to Prop.2.5 and Thm.2.7.

4.1 =1
When v = 1, dag/dze = §o(A) = gi(c)/(a;c;) (=: constant k1) due to (4.2). It is
solved as ag = k129 + k. Thus, we consider the system
dOéi
dZQ

:gi(OKl,“' 7Oém—1)7 2217 7m_17 (48)
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which is of degree v = 1 with respect to the weight (K1, ,kp,_1). Let & =
(&1, ,&m—1) be an indicial locus and py = —1,pa, -, pm_1 its K-exponents (we
skip p; = —1/~ shown in Lemma 4.3 because it arises from the equation of ag). The
Laurent series solution is written as

ai(22) = (22 — Bo) ™™ <§z‘ + ij(ZQ - 50)j> = (22 — Bo) "'us, (4.9)

with coefficients 7, ; and a pole 5. Thus, x (21, 22) satisfying both equations of (2.1)
is given by

xi(z1,29) = (21 — )™ (Ci + Z dij(ag, - am_1)(z1 — ao)j> (4.10)

= (2 — )™ (c@- + de(fyl, - Mm)%) : (4.11)

where we used d; (A - A) = Md; ;(A). This gives a solution of (2.1) as a function
of (z1,22) as long as the right hand side converges. Assume that the series (4.9)
converges when |z — | < g9 and (4.10) converges when |z; — ap| < &1. Let € be a
small number. Now we consider the solution restricted on the line

21 +€Bo — ko

4.12
g+ ]ﬁ ’ ( )

n—ay=¢e(n—F) & 2n=q)=

This yields
zi(21,q(21)) = (21 — ag) ™™ (C"' + D dig (s yme) 'Sj) ’ (4.13)
j=1

yi =&+ Zni,j(zl — ag)’ /€.

J=1

This is a convergent series when || < |e1] and |z; — ap| < ee9. Expanding it gives a
new Laurent series solution

zi(21,q(21)) = (21 — o) ™" (Ci + Zdi,j<fla e &) e+ O(z — 040)) ., (4.14)
j=1
with the indicial locus

e+ g€ )t D g6 n)E). (415)
j=1 j=1

If there are k — 2 nonnegative integers among pa, -+ , p_1, (4.14) includes k —1 free
parameters (ap and k — 2 parameters in 7 ;). Suppose £ is a principle indicial locus
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of (4.8); all pa,--+, pm_1 are nonnegative integers, then (4.14) represents m — 1
parameter family of Laurent series. This is not a solution of dx/dz; = F but a
combination of F' and G,

0 0 dq
d—zlxi(ZhQ(Zl)) =95 ZQZq(Zl)xz(Z’l,Zz) + 02 Zqu(zl)xl(ZbZ2> : 2
1
= fi(x(2z1,q9(21))) + mgi(J:(Zlv(I(Zl)))- (4.16)

This implies that there exists a lower indicial locus of the vector field F +G/(e+ k1)
whose K-exponents are given by po = —1,p1 = —1 and po,--- , pm_1. Since the
number of free parameters is smaller than m, x(z1, ¢(z1)) is a non-principle Laurent
series solution.

Proposition 4.5. Suppose ¢ and |z; — o] are sufficiently small. The Laurent
series solution (4.14) is convergent and it satisfies (4.16). In particular, there exists
an indicial locus of the vector field F'+ G/(e + k1) whose K-exponents are given by
po=—1,p1 =—1and py,- -+, pm_1 for any small € # 0.

Although the series (4.14) does not converge when ¢ is large, K-exponents py =
—1,p1 = —1, pa,--- , pm—1 can be defined as the eigenvalues of the K-matrix of
F + G/(e + ky). Since they analytically depend on € and are constants in € when &
is small, we can take ¢ — oo and obtain the main theorem in this subsection.

Theorem 4.6. There exists a lower indicial locus of the vector field F' whose
K-exponents are given by po = —1,p; = —1 and pg, -+, pr_1-

The expression of the corresponding indicial locus ¢; + Z;’il di (&, &mo1)E?
makes sense by an analytic continuation when ¢ is large. It is notable that F' has a
lower indicial locus, but GG need not have. When v = 1, the difference of assumptions
for F' and G are only (A3). This suggests that (A3) is essential for the existence of
lower indicial loci. This is illustrated in the next example.

Example 4.7. Let us consider the two Hamiltonian functions
HG(Qlaplv 927]72) = p1/2 - QQD
and let ' and G be the corresponding Hamiltonian vector fields. The vector field F’

is a direct product of the two-dimensional system given in Example 2.8. The weight
is (a1, b1,a2,b0) = (2,3,2,3) and v = 1. The only F satisfies the condition (A3).
The vector field F' has three indicial loci with K-exponents as

(P1) : (q1,p1,q2,2) = (1,—2,0,0), = —1,2,3,86,

(P2) : (q1,p1,q2,p2) = (0,0,1,-2), r=—1,2,3,6,

(P3) : (q1,p1,q2,2) = (1,-2,1,-2), &k =—1,-1,6,6.

The only (P3) is a lower locus. For the first one (P;), the Laurent series solution of
(q1,p1) is given by (2.15), which has a free parameter d; ¢ at 6-th place (counting
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from T73). (o, p2) is a holomorphic solution. Thus, free parameters are the constant
terms of the Taylor expansion those are in 2nd and 3rd places counting from 72
and T3, respectively. These three parameters correspond to x = 2,3, 6. Similarly
for (Py). For (P3), both of (¢1,p1) and (go,p2) are Laurent series solutions of the
form (2.15). Hence, there are two free parameters at 6-th place, that correspond to
Kk =6,6.

For (Py), the flow of the free parameters are given by

/I /o I 2 /I
oy = —1, o = —ag, ay = —6a7, az;=0.

It has only one indicial locus and its K-exponents are given by k = —1, —1, 6, 6, that
confirms Theorem 4.6.

On the other hand, the vector field G has only one indicial locus whose K-
exponents are given by (—1,2,3,6). There are no lower indicial loci. When v = 1, we
cannot distinguish F' and G by assumptions (A1) and (A2). This suggests that the
assumption (A3) “F(x) = 0 only when x = 0” plays a crucial role for the existence
of a lower indicial locus, though the authors do not know a clear statement.

Fig. 1 represents a schematic view of the flow of F. In Chiba [3, 6], the geom-
etry of families of Laurent series solutions of quasi-homogeneous vector fields are
investigated via the weighted projective space (in this example, it is CP4(2, 3,2, 3)).
This is a compact manifold constructed by attaching an m — 1 dimensional mani-
fold, denoted by D in the figure, to the original phase space C™ at infinity. A given
vector field on C™ is extended to a vector field on C™ U D, and it is shown that
there is a one-to-one correspondence between indicial loci and fixed points on D.
Further, eigenvalues of the Jacobi matrix of F' at the fixed point on D coincide with
K-exponents. In the figure, (P;) and (P3) are stable fixed points that correspond to
principle indicial loci, respectively, and (P3) is a saddle point that corresponds to
the lower indicial locus. The space is divided into two regions that are occupied by
two families of principle Laurent series solutions, and their boundary is occupied by
the non-principle Laurent series solutions. The red dotted orbit indicates an orbit
of the vector field F'+ G/(¢ + k;) given in Proposition 4.5.

4.2 v >2

Let us consider the case v > 2. For the equation dag/dzs = §o(A), the right hand
side is not a constant because of Lemma 4.2, however, it may become identically
zero. For it, we can prove the next proposition. The proof is given in Appendix.

Proposition 4.8. Let ¢ be an isolated principle indicial locus of F' = (f1,--- , fi)
and k1 > 1 be the smallest K-exponent other than ko = —1. If the vector (dy s, - , dmx,)
is not an eigenvector associated with a zero eigenvalue of the Jacobi matrix of G at
¢, then go(A) is not identically zero.

In what follows, we assume that go(A) # 0, not identically zero. We rewrite
(4.6) as
da; — gi(A) -
dC(O QO(A)’ ? ) y 1 ) (ala , Q¥ l) ( )
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Fig. 1: A schematic view of the flow of F' on the compactified space. The original
phase space C* is compactified by attaching D at “infinity”. There are three fixed
points on D that correspond to three indicial loci. The red dotted orbit indicates
an orbit of the vector field F' + G /(e + k1) given in Proposition 4.5.

Because of (4.5), it has the degree 1 with respect to the weight (K1, , Km_1)-

Lemma 4.9. Let § = (&, ,&n-1) be an indicial locus of (4.6). Assume that
Go(§) # 0. Then, (4.18) has an indicial locus £ = (&1, -+ ,&mo1) With & = £7&;.

Proof. Since (4.6) has the degree -y with respect to the weight kg, - -+ , Kp_1, the
indicial locus is given by the root of the equation (see (3.10))

Qo(f) = —Hofo/V = 50/% fh’(@ = —fizfz'/V.

Putting & = 55“’@ gives

~ —Ri—Y 4 s —
o {]Z(f) = —Ki& = 50&1,40_—;{0(@ = —ri&, "
9o(§) o 90(§)
= ?"@ S (4.19)
90(§)
Hence, 5 satisfies the definition of an indicial locus of (4.18). 4

Proposition 4.10. Let pg = —1, p1 = —1/7,p2,- -+, pm—1 be K-exponents of

(4.6) at a locus ¢ (see Lemma 4.3). Then, the K-exponents of (4.18) at the locus &
above are given by po = —1 and vpa, -+ , YPm_1-

Proof. Denote

(o) = (220, ;2 0)), o ={2e)

)
O ij=1
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and diag(k) = diag(k1, -+, Km-1). Then, the K-matrix of (4.6) given in (4.7) is

written as
(0] grad(go) -1/ 0
B8 = (0 ) )*( ovdiang)' (4:20)

Further, put a = 1/(vgo(€)) and v = (k1&1, -+, Km_1Em—1)?, which is an eigenvector
associated with the K-exponent py = —1 of the subsystem (4.8). Define

P= <_“U ?) . (4.21)

Then, we can verify that

_1 . ]{311 ‘ grad(@o)/a>
P K’Y(g)P - <k21 ‘ k’gg )

where
ki = —grad(go) - v/a —1/7,
ka1 = —(grad(go) - v)v/a —v/y — (Jg)v — diag(r)v /7,
ka2 = (Jg) + v - grad(go)/a + diag(r)/7.

Since v is an eigenvector of the K-exponent —1 of (4.8), we have

((J90) + diag(r)/v)v = —

From the derivative of (4.5) for [ =0 at A = 1, we have

Z 000 (61,06~ (—142)50(6).

- aO‘J
By using these two equalities, we can show that ky; = —1 and k91 = 0. Thus, the
eigenvalues of kqp are p; = —1/y and pa, - -+, pp—1. This implies that the eigenvalues

of y-kgp are —1 and ypa, -+ -, ypm—1. Hence, it is sufficient to prove that the K-matrix
of (4.18) at £ is conjugate to v - kaso.

By a straightforward calculation with the aid of (4.19) and (3.3), it is easy to
see that the (7, j)-component of the K-matrix of (4.18) is given by

. 06 ~ =0 ~
K(&);; = L ( I8+ f@&%(f)) + Kidij

Go(&) \9q;
S0 [ grion 99 Fi— i — )|
- go(og) ( 05 &) T 3 9(5)) + i
J Q;
Put @ = diag(&5*, -+ ,§™"). Then, we can show that Q_lfN((g)Q = vkaa. O

Let £ = (&, - ,&m—1) be an indicial locus of (4.6) and assume that the associated
Puiseux series solution includes m — 1 free parameters. As is shown in the end of

Sec.3, its K-exponents should be p; € N/~ fori =2,--- /m—1. Then, gis a principle
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indicial locus of the system (4.18) with K-exponents —1,vpa, -+ ,ypm_1 satisfying
VP2, YPm—1 € N. Since (4.18) is a rational vector field of degree 1 with respect
to the weight (K1, -, Km_1), it has a Laurent series solution of the form

ai(og) = (g — Bo)~ (fz + Z 7713 o — Bo)’ > =: (o — Bo) "¥is (4.22)

fori=1,---,m — 1. Free parameters are included in 7; ; for j = vpa, -, Ypm—1-
Hence, (21, ap) satisfying both equations of (2.1) is given by

in<21, Oé()) (21 — Oé() T (CZ + Z dz] Qqy e ,()ém_l)(Zl - Oéo)j) (423)

(21 _040 o (Cz+zdz] Yi,- ngl)ﬁ> ) (424)

where g = a(22) is related to zo though dag/dzy = §o(A). Assume that the series
(4.22) converges when |ag — By < €2 and (4.23) converges when |z; — ap| < 1. Let
€ be a small number. Now we consider the solution restricted on the line

21 + €8

4.25
14¢ ’ (4.25)

n—ayg=clag—Fo) & a:i=q(a)=

This yields

zi(21,9(21)) = (21 — ag) ™™ (CZJFZdw Y, Ym1) '€j> 7 (4.26)

=&+ Z Mij(21 — ao)’ €.
=1

This is a convergent series when |e| < |e1| and |21 — ap| < ee5. Expanding it gives

a new Laurent series solution as in Section 4.1. If all ypo,--- ,vp,_1 are positive

integers, then it represents m — 1 parameter family of Laurent series. This satisfies
9} dq

d—ﬁ%(m,q(zﬁ) 8_21 . q(ZI)a:i(zl,ozo) + @Two . q(zl)$i(zl’a0) ) d_21

= (e g(2) + —— 2

1+4+¢ 87«0
On the other hand, we have

@Ii 8% dOéO 8[EZ

. - = . = - go(A).
gz(x) 322 (‘3@0 dZQ 8040 g0< )

Z; (21 ) Oéo)-
ap=q(z1)

This shows

d 1 gi(z(z1,9(21)))
d_zlxi<21;Q(Zl)) = filz(z1,q9(21))) + 1+ Go(A) :

(4.27)
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Here, Go(A) is regarded as a function of x = x(zy1,¢(z1)) through A = ®~!(z). By
the same way as Section 4.1, we obtain the next results.

Proposition 4.11. Suppose € and |27 — ag| are sufficiently small. The Laurent
series solution (4.26) is convergent and it satisfies (4.27). In particular, there exists
an indicial locus of the vector field F'+ G/(go- (1+¢)) whose K-exponents are given
by po = —1,p1 = —v and ypa, - -+ ,Ypm—1 for any small € # 0.

Theorem 4.12. There exists a lower indicial locus of the vector field F whose
K-exponents are given by py = —1,p1 = —v and vpa, -+ , VPm_1 -

Example 4.13. Let us consider the two Hamiltonian functions

Hp(q1,p1, 2, 02) = 2p1p2 + 3501 + ¢ — 47q2 — 43,
2 5 .2 3 2 (4.28)
He(qu,p1, 42, p2) = pi+ 20peqi — ¢ + Piga + 347q2 — 20145,

and let ' and G be the corresponding Hamiltonian vector fields. This is known as
the autonomous version of the 4-dimensional first Painlevé equation [6].

The weight is (ay, by, a2,b2) = (2,5,4,3) and v = 3. With this weight, the
weighted degrees of Hamiltonian are deg(Hp) = 8 and deg(H¢) = 10.

The vector field F' has two indicial loci with K-exponents as

(Pl) : (Q17p17Q27p2) = (17 17 1, _1), KR = —1,2,5,8,
(PQ) : (Q17p17Q27P2) = (3727707 _3>, R = —3, —1,8, 10.

The only (P3) is a lower locus. It is known that for Hamiltonian vector fields, the
K-exponents always appear as a pair in the sense that;

Proposition 4.14 [6]. For a quasi-homogeneous Hamiltonian system F' satisfy-
ing (A1), if x is a Kovalevskaya exponent, so is p given by x + p = deg(Hp) — 1.
Further, the following formula holds

K+ p = deg(Hr) — 1 = deg(q;) + deg(pi). (4.29)

In this example, it means that
Ki + Ka—i—1 = deg(q;) + deg(p;) =deg(Hp) —1=7, 1=0,1, j=1,2.

Applying the proposition to kg = —1, it turns out that deg(Hp) is always a K-

exponent. By Theorem 4.12, k; = —v is a K-exponent for a lower indicial locus.

In this example, this means (—3) + k2 = 7 and ke = 10 = deg(H¢). Thus, we can

obtain K-exponents of lower indicial locus from the weight of Hamiltonian functions.
For (Py), the flow of the free parameters are given by

3
! ! ! 4 ! 3
oy = 3aq, o) = 502 X = —d4day, of = 4207 .

It has three lower indicial loci and their K-exponents are given by p = —1/3,—1,8/3,10/3,

that confirms Theorem 4.12. The vector field G has a lower indicial locus whose
K-exponents are also p = —1/3,—1,8/3,10/3. As was explained in Remark 4.4, it
is induced from the lower locus of the parameter flow.
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A The proof of Proposition 4.8.

We again state the proposition;

Proposition A.1. Let ¢ be an isolated principle indicial locus of F' = (f1,--- | fin)
and k1 > 1 be the smallest K-exponent other than g = —1. If the vector (dy s, -+ , dmx,)
is not an eigenvector associated with a zero eigenvalue of the Jacobi matrix of G at
¢, then go(A) is not identically zero.

Proof. The first half of the proof is similar to that of Prop.4.1. We repeat it to
fix our notation. A Laurent series solution of dz;/dz; = fi(x) is given by

x;= (21— ap) <cl—|—2d” Zl—OéO)j),
=: (21— a0) “wi(A), A= (ai(z), - am-1(22))

Substituting it into dz;/dzs = g;(x), for the left hand side we have

dzx; e g do
dzo = aici(zn = Z 1 + Z A)(z1 — )™ 1d_z§
’ ; d_22 (dij(A)) - (21 — ).
For the right hand side,
9i(@) = (21 — ) ™7 gi(Y1, -+, Ym)
= (21— a0) Y gin(A) (21 — )",
k=0
where ¢, x(A) is a coefficient of the Taylor expansion of g;(y1,---,ym). They are

given through

9i(y1,  Ym) = +Z gi‘l : <Z dy,j(A)(z1 — Oéo)j> o (A.1)

Comparing coefficients of both sides of dz;/dz = g¢;(x), we obtain g;g = --- =
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Giny—2 = 0 and

_ da
(21 - O-/O)_al L azczd_zs - gi,v 1(14)
. do
(21 —ap)™ ™ (a; — 1)di,1(A)d—0 = gin(A)
22
. do d
(21— )™ * e (4 — 2)d,~72(A)d—Z§ + d—zzdi,l(A) = Gin+1(4)
gt . do d
(21— )™ (4 —j — 1)di,j+1(14)d—z§ + d—ZZdi,j(A) = Gin+i(A)

Now we assume that §o(A) = g;,—1(A)/(a;c;) = 0 and we will derive a contradiction.
Since doy/dz = Go(A) = 0, the above equations yield g;,(A) = 0 and

d

Z2

Let k1 > 1 be the smallest K-exponent. Then, d; ;(A) =0for j=1,--- ,k — 1 and
i=1,---,m, and d;, (A) = «a; for some [ by the definition of the free parameter
oy (see Definition 2.4 below). Hence, (A.1) becomes

gy, ym) = gil0) + ) giz (€) - (i, (A)(z1 — )™ 4 - ) 4+ O((21 — o) *).
=1

This provides

i (4) = 3 520V (4).

=1

Further, d; ;(A) =0for j =1, .-,k — 1 with (A.2) gives giy11 =" = Gintri—1 =
0. In particular,
891
i,k =0= d K
g, 1 Z 8xl L 1
It contradicts with the assumption of the proposition. O
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